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ABSTRACT

Methods are developed to determine the refracted propaga-
tion paths of high-frequency RF signals in the ionosphere
and to determine the sensitivities of these paths to changes
of the input model parameters. These techniques are
being developed to support the assimilation of data from
mono-static and multi-static ionosondes with the goal of
improving parameterized estimates of ionosphere electron
density profiles. An additional application area is that of
navigation using signals from a ground-based network of
high-frequency beacons. A nonlinear two-point boundary
value problem solver is developed using the shooting
method with Newton updates. Robust convergence is
achieved by seeding the algorithm with carefully designed
first guesses of the wave vector’s initial aiming angles and
terminal group delay. Partial derivative sensitivities of the
ray-path solution are calculated using the adjoint of the
two-point boundary value problem. This approach speeds
the calculations when the partial derivatives of many
ionosphere model parameters need to be computed. The
new algorithm has been applied successfully to determine
the paths of O-mode and X-mode radio waves between
known transmitter and receiver locations and to spitze
reflection points. Spitze singularities pose no difficulties
for the new algorithm because it uses a Hamiltonian ray-
path formulation that remains non-singular at a spitze.

Copyright © 2016 by Mark L. Psiaki.
All rights reserved.

INTRODUCTION

Several areas of current scientific and engineering in-
terest require an ability to calculate the ray paths of
high-frequency (HF) radio signals through an ionosphere
model. They also require an ability to determine how
model changes affect the ray paths. One application is
the fusion of ionosonde and GPS data to develop a local
ionosphere model [1]. Another is the joint estimation
of receiver position and ionosphere model corrections
based solely on the observables of signals received from
a ground-based network of HF beacons [2]. A third
application is the assimilation of data from a network of
HF beacons/receivers into a regional ionosphere model [3].

The latter two application areas are illustrated in Fig.
1. Two high-frequency beacons are shown as blue dots,
and a receiver is shown as a red dot. A third beacon is
out of view over the horizon in eastern Canada. Three
refracting ray paths are shown between the 3 beacons and
the receiver, one in green, one in purple, and one in tan.
Two of the ray paths undergo multiple hops, but the purple
one undergoes just a single hop between the transmitter
and the receiver. Reference [2] proposes to use observables
from these ray paths to estimate the receiver position, the
receiver clock offset, and corrections to a parameterized
model of the ionosphere electron density profile N, (7;p),
where 7 is the Cartesian position vector along the ray
path and p is a vector of parameters that characterize
the profile. The system discussed in [3] assumes that the
receiver location is known and only tries to estimation
ionosphere model corrections. In this latter system, the
network of HF beacons/receivers constitutes a sort of
multi-static ionosonde.

This paper has two main objectives. The first one is
to calculate the observables of a HF ray path that re-
fracts through the ionosphere by solving the ray-tracing
equations. These observables include the group delay, the
carrier phase, and the arrival and departure directions of
the signal at the two ends of the ray path. Two types
of ray paths are considered. One type undergoes total
reflection in the ionosphere so that the transmitter and
the receiver are collocated. This is the ionosonde ray-
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Fig. 1: High-Frequency beacons, a receiver, and representative ray paths that refract off of the ionosphere.

path problem. The second type of ray path is a point-to-
point path from a known transmitter location to a different
known receiver location. Ray paths of this second type can
be concatenated to produce multi-hop paths. The explicit
calculation of multi-hop paths is beyond the scope of this
paper, except that this paper’s developments for single-hop
paths will provide all of the needed outputs for use in a
concatenated multi-hop calculation.

This paper’s second main objective is to develop a means
of computing the partial derivative sensitivities of the
ray-path observables to problem inputs. For ionosonde
reflection ray paths, the needed sensitivities are the partial
derivatives with respect to the elements of p, which
define the ionosphere electron density profile N, (7;p).
For point-to-point ray paths, additional calculations are de-
veloped for the partial derivative sensitivities with respect
to the transmitter and receiver locations.

This paper makes four contributions to the technique of RF
ray-tracing. The first is a modified pair of Hamiltonians,
different from those given in [4], for use in defining the
Hamiltonian differential equations of the ray path. The
second contribution is a spline method for transitioning
from the differential equations that are based on the first
Hamiltonian to the differential equations that are based
on the second Hamiltonian. The first Hamiltonian applies
near free space, and the second applies in regions of high
electron density, i.e., near a reflection point/spitze. The
third contribution is a robust solver for the ray-tracing
nonlinear Two-Point Boundary Value Problem (TPBVP).
It uses the shooting method and Newtons’ method. It
iteratively determines the initial wave vector direction and
the final group delay that cause the ray-path to satisfy the
terminal boundary conditions. This ray-path solver seeds
Newton’s method with good first guesses that it generates

using a simplified ray-path model. The fourth contribution
is an adjoint-based method for calculating the sensitivities
of various ray-path observables to problem parameters.
The calculated sensitivities are partial derivatives of the
TPBVP solution observables taken with respect to input
quantities that define the TPBVP.

The remainder of this paper is divided into 4 main sections
plus conclusions. Section II defines the 2 new Hamiltoni-
ans, and it uses them to develop the ray-tracing differential
equations. This section also presents the two sets of bound-
ary conditions for the two classes of ray-tracing problems
that are dealt with in this paper. Section III describes
the solution method for the ray-tracing nonlinear TP-
BVP. It develops a combined shooting-method/Newton’s-
method. It includes a technique for generating good first
guesses to seed the shooting/Newton algorithm. Section
IV derives methods for determining the partial derivative
sensitivities of the ray-tracing solution and its observables
with respect to problem inputs that include ionosphere
parameters and the initial and final locations of the ray
path. Section V presents example ray-tracing solutions.
Section VI summarizes this paper’s contributions and gives
its conclusions.

II. HAMILTONIAN FORMULATION OF RAY-
TRACING PROBLEM

This section formulates the differential equations and the
boundary conditions of two ray-tracing problems. One is
an ionosonde reflection problem, and the other is a point-
to-point problem.



A. Hamiltonian Differential Equations
A ray-tracing solution can be characterized by the time

histories of its Cartesian position vector # and its Cartesian
wave vector k. They obey the Hamiltonian differential

equations [4]:
AN
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where H is an appropriate Hamiltonian, P’ = ctgroup 18
the range-equivalent group delay, and ko = w/c is the
free-space wave number with w being the transmission
frequency. The transpose operations in these equations
compensate for the fact that the two gradients of the scalar
Hamiltonian H with respect to the column vectors # and
k are defined to be row vectors.

The same Hamiltonian can be used to develop a differ-
ential equation for the range-equivalent carrier phase P
= ¢/ko with ¢ being the carrier phase in radians. This
differential equation takes the form
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The pair of differential equations in Eq. (1) can be used to
develop the following state-space form of the ray-tracing
differential equations

dx , dx

E:Pfdp,:f(wap}yp) (3)

where the state vector is
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and where PJQ is the total group delay from the initial
time to the final time along the ray path. The independent
variable 7 = P'/Pj is the fractional group delay along
the ray path. It is non-dimensional and ranges from 7 =
0 at the start of the ray path to 7 = 1 at the end. The
6-element state vector x is non-dimensional, as is the 6-
element vector function f(x, PJQ p). This function can be
derived from the right-hand sides in Eq. (1).

The range-equivalent carrier phase can be appended to
the state vector in order to develop a 7-element state as
follows:
7/ PJQ
x= | k/ko (5)
P/ PJQ

If using this latter state definition, then the f(z, P}, p)
function in the state differential equation must be aug-
mented to become a 7-element function by including
a final term that is based on the scalar carrier-phase
differential equation in Eq. (2). This augmented 7-element
state is not needed in order to solve for a ray path, but
it is needed if one wants to compute the carrier-phase
observable.

B. Two New Appleton-Hartree Hamiltonians

The ray-tracing differential equations use Hamiltonians
that are derived from Maxwell’s equations for radio wave
propagation in a lossy magnetoplasma. They assume that
the wavelength is vanishingly small relative to the spa-
tial scales of the variations of the electron density, the
Earth’s magnetic field, and the electron-neutral collision
frequency. This is the same analysis that has been used
to derive the Appleton-Hartree index of refraction [5].
The ray-tracing solution ensures that ||k||/ko equals the
Appleton-Hartree index of refraction in the lossless case.

Reference [4] presents several Hamiltonians that are based
on the Appleton-Hartree index of refraction or on the
underlying analysis that produces it. The following new
Hamiltonian is closely related to the one defined in Eq.
(21) of [4]:

Hl(FaE7k0ap) =
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where n 47 is the lossy Appleton-Hartree index of refrac-
tion [5], Y = we,/w is the ratio of the unsigned electron
gyro frequency to the transmission frequency, and Z =
v/w is the ratio of the electron-neutral collision frequency
to the transmission frequency. The final two factors on the
right-hand side of this equation, the terms that involve Y
and jZ, make this Hamiltonian different from that in Eq.
(21) of [4]. They have been introduced in order to make
this Hamiltonian similar the second one that is used in this
paper’s developments.

Similar to its counterpart in [4], the Hamiltonian in Eq.
(6) is used near free space, where the electron density
N (7;p) is relatively small. It is not appropriate near an



ionosonde reflection point/spitze singularity. This Hamil-
tonian has singularities at such points. Therefore a second
Hamiltonian is used near such points, exactly as in [4].

This paper’s new Hamiltonian for use near a spitze is
significantly different from the corresponding Hamiltonian
given in Eq. (22) of [4]. The new Hamiltonian equals one
half the real part of an eigenvalue of a 3 x 3 matrix. This
matrix constitutes the coefficient that multiplies the elec-
tric field vector in a homogeneous equation that is derived
using Maxwell’s equations. For a given direction of the
wave vector, the square of the Appleton-Hartree index
of refraction can be determined by solving a generalized
eigenvalue problem for the matrix. This matrix is

D(Fa Ea kOap) =

ik ik
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where X = w?/w? is the square of the ratio of the plasma
frequency to the transmission frequency and where By =
By/||Bo|| is the unit vector that points in the direction
of the ambient geomagnetic field vector By. The notation
[BO x| indicates the 3 x 3 skew-symmetric cross-product-
equivalent matrix. It produces the same result when multi-
plying a vector on the left as would be produced by taking
the cross product of that vector with By on the left.

The second Hamiltonian takes the form:
- 1
Hy (7, k, ko, p) = §real()\) 8)
where )\ is an eigenvalue of the D matrix:
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and E is the associated electric field eigenvector

This Hamiltonian does not experience any singularities at
a reflection point/spitze. Therefore, it is useful when the
electron density is high. This Hamiltonian is not useful
when the electron density is small because of difficulties
in distinguishing the correct eigenvalue/eigenvector pair to
use of the 3 that exist.

The two Hamiltonians have different methods of enforcing
selectivity for the O mode or the X mode of radio wave
propagation. For H;, this selection is enforced by the
choice of a sign in the Appleton-Hartree formula for n?
[5]. For Hs, this selection is enforced via proper choice of
the eigenvalue/eigenvector pair. In the present context, this
choice is made by enforcing continuity of the eigenvector

direction E along the ray path. Abrupt changes are ruled
out. The initial selection of an appropriate direction at
the change from using H; to using Hs is accomplished
by computing the same eigenvector from its correspond-
ing Appleton-Hartree formula [5] whenever H; is being
used. When enforcing continuity, one must be careful to
compute a sensible directional difference between two
neighboring complex-valued E vectors along a given ray
path.

The new H,; Hamiltonian is conjectured to be more
reliable at maintaining the proper mode selection than
the one in Eq. (22) of [4]. The latter Hamiltonian has no
explicit mode selection mechanism. It relies on differential
equation solution continuity to select the correct wave
propagation mode. The new H, Hamiltonian relies on
a modified version of continuity, that of its associated
electric field eigenvector. It is conjectured that this form
of continuity provides stronger guarantees of proper mode
selection.

The dependence of Hy on the position vector # and the
ionosphere parameter vector p comes partly through the
dependencies of X, Y, and Z on these quantities. These
dependencies take the forms:

N.(7;p)q?

X =
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7 - V1) (10)
w

where ¢, is the electron charge, m, is the electron mass, €¢
is the permittivity of free space, and v(7) is the electron-
neutral collision frequency. Additional Hs dependence on
# comes through the dependence of By on 7. The Earth
magnetic field model B (7) used in the present study is
the IGREF field [6].

One must calculate partial derivatives of an eigenvalue of
the D(7, k. ko, p) matrix in order to compute the partial
derivatives of H» that are needed in Egs. (1) and (2). The
following linear system of equations can be solved in order
to compute the partial derivatives of the eigenvalue A and
the associated eigenvector E with respect to the quantity

n:

.. |9E oD
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The notation ()*T indicates the complex conjugate of the
transpose of the vector in question. The scalar differen-
tiation variable 7 is any quantity on which D depends,



i.e., any component of #, any component of E, ko, or
any component of p. The second line in this equation
ensures that the (possibly complex-valued) E vector does
not change its norm and that it does not undergo any
unnecessary simultaneous complex phase rotations of all
of its elements.

This eigenvalue differentiation technique breaks down if
A is a repeated eigenvalue of the D matrix. Repeated or
nearly repeated eigenvalues occur near free space, when
X is small. That is why Hamiltonian Hs is used only in
regions of high X, which correspond to regions of high
electron density N, (7;p).

C. Transition Between the Two Hamiltonians

The Hamiltonians H; and H, yield identical ray-tracing
differential equations in the lossless Z = 0 case. The
trailing factors that involve Y and jZ in the H; Hamil-
tonian of Eq. (6) have been included in hopes of making
the two Hamiltonians’ differential equations more similar
in the lossy case of nonzero Z. The following rationale
inspired the inclusion of these terms: In effect, these same
factors multiply the D(7, I; ko, p) matrix of Eq. (7). The
net effect is that the D matrix eigenvalues are multiplied
by these same factors, which makes them similar to the
formula for H; in Eq. (6).

Nevertheless, these two Hamiltonians will yield slightly
different f (m,PJ’c,p) functions in Eq. (3). Let them be
designated as f,(x, P}, p) and fo(x, P}, p). It is neces-
sary to transition from f, to f, as X increases along a
ray path. The transition method used in [4] is to switch
abruptly at X = 0.1.

The transition used here is different. It takes the gradual
form:

fi@Php) X <X
.f(wap}vp): fT(waPJ/fvan) if X7 <X <Xy
f2(m7p}7p) 1fX2SX
(12)
where
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13)

with
X=X\ X - X
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Equations (12)-(14) implement a cubic spline transition
from using f(x, P},p) below X7 to using fQ(w,PJ’c,p)
above Xs,. The cubic spline function S(X) implements

this transition. It changes smoothly from 0 to 1 over the
interval from X; to X5, and it has zero-valued derivatives
at X; and X5. The resulting composite f(x, P]’c, p) func-
tion in Eq. (12) is continuous with continuous first partial
derivatives with respect to x if each of its constituent
functions f,(z, P},p) and fy(z, P;,p) are similarly
smooth.

The X transition range limits X; and X- are user se-
lectable. They must obey X; < Xs. For an O-mode ray
path they must be less than 1. Typical values might be
X7 =04 and X5 = 0.6. For an X-mode ray path, the
allowable values of X; and X5 depend on the magnitude
of Y. Consider the case Y > 1, i.e., the case where the
transmission frequency is lower than the electron gyro
frequency. X; and Xy both must be less than 1 in this
situation, and the values X; = 0.4 and X, = 0.6 are
reasonable. For Y < 1, the transition range limits must
be less than the reflection value X,.r; = 1 - Y. Typical
values used in this study are X; = 0.4(1 —Y) and X,
= 0.6(1 — Y) when calculating an X-mode ray path with
Y <1

D. Ray-Tracing Boundary Conditions

Each of the two ray-tracing problems has initial and
terminal boundary conditions. There are 4 scalar initial
boundary conditions. They apply at 7 = 0 and take the
form

0= [I,0)z(0) — -2
010 -
0 = Hi (%0, k(0), ko, p)
= Hy (70, {[0, koI](0)}, ko, p) (15)

The first line of this equation sets the transmitter position
at g. The second line ensures that the initial wave vector
has magnitude equal to the Appleton-Hartree index of
refraction multiplied by ky. After initialization at 0, the
Hamiltonian will remain zero due to the form of the
Hamiltonian differential equations in Eq. (1).

There are 3 scalar termination boundary conditions at 7 =
1. For the ionosonde reflection case, these conditions take
the form:

= k(1) /ko = [0, (1) (16)

The terminal boundary conditions for the point-to-point
case take the form

0=[I,0)z(1) — £ (17)

where ¢ is the known receiver location at the end of the
ray path.



The terminal boundary conditions for both cases can be
written in the general form:

0=Az(l) + 2L (18)

where Ay is a 3 x 6 matrix and by is a 3 x 1 vector. This
form of the terminal boundary conditions will be used to
develop the ray-tracing solution algorithm in Section III.

The initial and terminal boundary conditions can be re-
written in the following general forms:

0= go[m(o)a P}vpa FO]
0=g¢lx(1), P}, 7] (19)

with the understanding that g, will be independent of 7
for the ionosonde reflection case of Eq. (16). These forms
of the boundary conditions will be used to develop the
ray-tracing sensitivity calculations in Section IV.

III. RAY-TRACING SOLUTION METHOD

The ray-tracing problem is a nonlinear TPBVP. There is
no closed-form solution for the general case. Therefore,
numerical methods have been developed to solve this prob-
lem. The main solution algorithm combines the shooting
method to deal with the terminal boundary conditions
and Newton’s method to deal with the nonlinearities.
The shooting method works but guessing the free initial
conditions, numerically integrating forward to the terminal
condition, checking whether the terminal conditions are
solved, incrementing the guess of the free initial condition
components in a way that will reduce the error in the
terminal boundary conditions, and iterating this process
until the free initial state vector components converge to
values that cause the terminal boundary conditions to be
satisfied. Newton’s method provides a means of computing
the needed increments to the free components of the initial
state vector. It converges very rapidly when it gets near
the solution.

Newton’s method can fail to converge if its guess starts
too far from the solution. Two strategies are employed
to avoid this mode of solution failure. The first strategy
is to develop a reasonably good first guess of the free
initial state vector components. The second strategy is to
employ the Levenberg-Marquardt technique [7] as a means
or forcing the Newton algorithm to converge to a local
minimum of the sum of the squares of the errors in the
terminal boundary conditions.

A. Newton’s Method Implementation of the Shooting Al-
gorithm

The Newton’s method implementation of the shooting
algorithm for the TPBVP solves 3 equations in 3 un-
knowns. The 3 unknowns consist of the 2 free parameters
of the unknown direction of the initial wave vector § =
K(0)/||k(0)|| and the unknown range-equivalent terminal
group delay P}. The following algorithm implements a
Newton/shooting method for refining initial guesses of
s and PJQ until the terminal boundary conditions are
satisfied:

1) Obtain initial guesses of s and P;.

2) Solve for the value of the initial wave vector
magnitude k;,;; that satisfies the initial condition
on the Hamiltonian 0 = Hy (7, kinit8, ko, p). This
equation is quadratic in k;,;; and can be solved in
closed form.

3) Set the initial ray-tracing state vector to

_ 7o/ PJQ }

=(0) = |:(k/'init/k0)'§ 20)

4) Numerically integrate the 6-element form of the ray-

tracing state differential equation in Eq. (3) from

7 =0 to 7 = 1. Use a Runge-Kutta method such

as the Dormand-Prince 4/5 method [8]. Use pre-

defined step sizes here. Adaptation will take place
elsewhere.

5) Check whether the norm of the terminal boundary

condition |[Ayx(1) + by/P}| is sufficiently small.

If so, then stop. Otherwise, proceed to the next step.

6) Compute two allowable perturbation directions for
(Kinit/ko)$ by determining ©; and ©5 such that
[01, D2, D3] is an orthonormal triad with

T
o
8E (P0,kinit8,ko,pP)

05 =~ || @1

| —=
(Po,kinit8,ko,p)

ok

©1 and ¥, can be determined by computing an

orthonormal/upper-triangular factorization of v3 [7].

7) Initialize the 6 x 3 linearized solution sensitivity
matrix

(22)

F(()):[o 0 FO/(PJQ)Q]

V1 Vo 0
8) Numerically integrate the following linear sensitivity
matrix ordinary differential equation from 7 = 0 to
T=1
dr(r)
dr

= F(7)['(7) 4+ [0,0,u(7)] (23)



where

F(r)= g—f
L l(2(r),P}.p]
of
u(r) = 87P]£ (24)
[(7), P} )

This matrix differential equation must be numeri-
cally integrated using the same Runge-Kutta method
as is used in Step 4. It must use identical steps, and
it must be integrated in a manner that is identical
to what would occur had it been integrated simul-
taneously with x(7) in Step 4 as though x and the
3 columns of I" formed one large state vector with
24 elements.

9) Solve the following linearized terminal boundary
condition for the initial wave vector increment pa-
rameters A« and Aas and for the terminal group
delay increment APj:

AOél
0= Ay |Aaz | + by (25)
AP

where
by
(P)?

b.
bre = Ajx(1) + =L (26)
Py

Abc = {AfF(]') + [07 Oa - }}

10) Determine a new initial direction of the wave vector
and a new terminal group delay:

. (kinit/ko)8 + D1Aar + D2 Ay

Spew = =~ < =~
H(k‘init/k‘o)s + v1Aaq + ’UQAOQH
Pl = P+ AP @7)

11) Replace 8 by 8,y and P} by P, and return to
Step 2

The first partial derivative of f with respect to « in Eq.
(24) requires second partial differentiation with respect to
7 of the problem model functions N, (7;p), Bo(7), and
v(7). This is true because the computation of f requires
first partial differentiation with respect to 7 as per Eq.
(1). Therefore, these second derivatives must exist and be
continuous. One way to achieve the needed smoothness
of N.(7;p) is to employ a model that works with smooth
vertical profiles. The parameters of the vertical profiles
are modeled as 2"-order smooth functions of latitude and
longitude through the use of a bi-quintic latitude/longitude
spline. An example N, (7;p) profile of this type is dis-
cussed in [9].

B. Levenberg-Marquardt Modifications to Newton'’s
Method

If the current guesses of § and P]’e are far from the solution,
then the terminal boundary condition error norm computed
in Step 5 of the Newton algorithm may increase or remain
the same relative to the previous step. It should decrease
in order to ensure convergence to a solution.

A decrease in the Step-5 norm can be ensured through
use of the Levenberg-Marquardt method for computing
the solution increments [7]. The Levenberg-Marquardt
method determines Aoy, Aas, and AP} by a means that
differs from the linear equation solution of the Newton
algorithm’s Step 9. They are determined using the formula:

Aal
Aas | = — (A} Ape +~I) 7L AT by, (28)
AP}

for some non-negative value of the scalar Levenberg-
Marquardt parameter ~y. It is easy to verify that the
Levenberg-Marquardt values for Aa;, Aas, and APJQ
equal the Newton’s-method values from Step 9 when -y
= 0. For larger ~ values the increments tend to decrease,
and they become vanishingly small as v — oo. It is
not difficult to prove that there must exist a finite non-
negative value 7 such that the computed increments from
Eq. (28) cause the terminal boundary condition error norm
to decrease in Step 5 of the algorithm.

The Levenberg-Marquardt method can be incorporated
into the Newton algorithm of the previous subsection as
follows: Each major outer iteration loop from Steps 2
through 11 is augmented by an inner iteration loop that
implements a tentative set of calculations from the Step-9
increment calculation to the subsequent Step-5 test of the
terminal boundary condition error norm. If the error norm
of Step 5 has not decreased relative to its value on the last
major iteration, then the operations are repeated starting
from the preceding Step 9, except that the Levenberg-
Marquardt increment calculation in Eq. (28) is used in
place of the solution of the linear system in Eq. (25), and
this calculation uses an increased v value.

The value v = 0 is tried for the initial increment calculation
of each major outer iteration in order to attempt a full
Newton step. The full Newton step yields fast convergence
near the solution, which is why it is preferred. If the
initial Newton step fails to decrease the terminal boundary
condition error, then an alternate set of Aoy, Aag, and
AP} increments are computed using a positive value of
~. This initial positive value is chosen to equal a small
fraction of the square of the smallest singular value of
the matrix Ap. or to equal an even smaller fraction of
the square of the largest singular value of this matrix,



whichever is larger. If the resulting increments Aaqj,
Aap, and AP} still fail to reduce the terminal boundary
condition error norm at Step 5, then the current positive
value of + is increased through multiplication by a factor
of 3. The steps from 9 through the subsequent Step 5 are
again repeated. This inner iteration repeats itself until the
terminal boundary condition error norm is decreased. At
this point, the final successful value of v may be larger
than the first non-zero trial value by several factors of 3.

Finally, the values of §,,¢,, and P}new replace the original
s and P”c values. Prior to achieving a decrease of the
terminal boundary condition error, the proposed 5., and
P)/fn cw aT€ only accepted as tentgtive rep.lacement§ for .the
original 5 and P}- from the previous major outer iteration

of the algorithm.

C. Generation of a Ray-Tracing First Guess

It is important to supply a reasonably good first guess
to the Newton’s method implementation of the shooting
algorithm. Even with the Levenberg-Marquardt modifica-
tion, a good first guess is important. If the first guess is far
from the solution, then the algorithm may require many
iterations to converge. It may even converge to a non-
zero local minimum of the terminal condition error norm,
which is not a TPBVP solution.

The initial guess algorithm starts with knowledge of the
ray path initial position 7y, and the ray path terminal
position 7'¢. For the point-to-point case 77 is a given of
the problem. For the ionosonde reflection case 7y is set
equal to 7.

The initial guess is generated in 3 stages. The first stage
produces a coarse estimate of a peak “reflection” point
along the ray path. Call it #,.. Three conditions serve to
determine this point. Before defining these conditions, it
is helpful to define three unit direction vectors that all
depend on 7,.:

~ F’I”_FO
S0 = 175 S
Tl
~ 'Ff_Fr
Sfr =175 S
T F =7

T
~ o ahalt
Sra = ( or ,;..’r) (29)

where hg;:(7) is the altitude of the Cartesian position
vector ¥ above the WGS-84 Earth ellipsoid [10]. The
unit direction vector Sy points along the initial ascending
straight-line ray path approximation, 8y points along the
final descending straight-line ray path approximation, and
S, points in the local vertical direction at the approximate
reflection point 7,.

These three vectors can be used to develop the following
system of 4 scalar equations in 4 unknowns:

0 = n2 (7o, 80)[1 — (81,80)%] — n% (7, 30)  (30)

The first of these equations is a 3 X 1 vector equation, and
the last equation is a scalar equation. The four unknowns
of this system are the three components of the reflection
position 7, and the scalar parameter 7. These equations
model total internal reflection at an abrupt change in
refractive index. The vector equation assumes that the
reflective surface is locally horizontal. It enforces the
reflection conditions that 8¢, 8¢, and 5, be coplanar and
that the angle of incidence equal the angle of reflection.
The scalar equation amounts to Snell’s law for total
internal reflection when the index of refraction changes
abruptly from its value at 7y to its value at #,.. All of
this change is assumed to take place at 7,.. The Appleton-
Hartree index of refraction formula used in Eq. (30) is
the lossless version (i.e., Z = 0); it returns real values of
n? ;. Solution of this system of equations produces an
initial coarse guess of 7.

The system of equations in Eq. (30) is nonlinear and must
be solved iteratively. This nonlinear system of equations
is also solved using Newton’s method, but special pre-
cautions are taken to ensure that the solution converges
robustly.

Initially a different set of equations is solved. It includes
the first equation, but it replaces the scaler 2" equation
by the equation h, = hq(7,) for a pre-specified value of
h,.. This amounts to solving for a proposed ray path with
the known maximum altitude h, rather than a ray path
that satisfies Snell’s law for total internal reflection. It is
fairly easy to solve this alternate set of equations by using
a spherical approximation of the Earth to generate a first
guess and afterwards implementing a Newton’s method
solution starting from that guess. The result of this solution
procedure is the candidate reflection point 7,.(h,.).

Next, a grid of candidate h, values is defined, and a set
of candidate reflection points 7,.(h,) is generated for this
grid. The right-hand side of the second equation in Eq.
(30) is evaluated at these grid points, and the algorithm
looks for the lowest-altitude grid points where the error in
this latter equation changes sign. These two points are then
used to seed a 1-dimensional guarded Newton’s-method
search along h, for the point where the second equation
in Eq. (30) is accurately satisfied.

The second stage of the ray path first-guess calculation
solves an alternate system of equations. It is similar to
the system in Eq. (30), except that it replaces the two



instances of $,, with a different reflection surface unit
normal vector:

9 T
(3(7%411) )
or L
~ (rrys()-,k()vp)
b = 31
or (7r,80,k0,D)

This is the unit normal to the surface of constant index of
refraction that passes through the reflection point #. This
alternate system of equations discards the assumption that
the abrupt change in index of refraction occurs normal
to a constant-altitude surface. It makes the reasonable
assumption that the change occurs normal to a surface
of constant index of refraction. The resulting system of
4 equations in the 4-element vector of unknowns [7,;7)]
is solved using Newton’s method. The Newton iteration
is seeded with the candidate reflection point that is the
solution of the previous system in Eq. (30). This Newton
iteration tends to converge rapidly because the first guess
is very good for typical ionosphere models where the
predominant electron density gradients occur along the
vertical axis.

This second 7, solution could be used to generate the
required initial guesses for the Newton’s method shooting
algorithm of Subsection III-A. They take the form:

0>
Il

S0
P [|7r — 7ol ionosonde case
Py = |7 — 7ol| + ||Fy — #-|| point-to-point case
(32)

The third stage of the first-guess calculations starts by
generating 5 candidate initial wave vector directions. They
are

Sq = .§0

8p = cos(0)8g + sin(6)1

éc = cos(0)8g — sin(0),
()30 + sin(0)®

a = cos(0)8g + sin(0)vs
5. = cos(0)8g — sin(0)vs (33)

where the unit direction vectors ©; and ¥, are chosen so
that [0, ¥2, 89| is an orthonormal triad. The aiming offset
angle 6 is set to 10 deg. These 5 candidate directions
include and bracket the candidate initial wave vector
direction 8 that has been generated in the previous stage
of the initial guess calculations.

The final stage of the initial guess calculations numerically
integrates the 6-state version of the ray-tracing system in
Eq. (3). It uses the guessed value of P]’c from Eq. (32) in
this integration, but it integrates twice as far as the nominal
terminal time: It integrates from 7 = 0 out to 7 = 2. It then

performs a brute-force search for the 7 value that solves
the following optimization problem:

find: 7
to minimize: J(7) = 0.5|[Ayz(T) + by /Pfl|*  (34)
subject to: 2/3 <7 <2

This optimization is used to refine the initial guess of PJL
by finding the point along the guessed ray path that comes
closest to satisfying the terminal boundary conditions. If
Topt 18 the optimal solution to the problem in Eq. (34),
then

P}/cnew = P}Topt (35)

is a better initial guess of Pj.

This calculation of ray paths and refinement of P} is
carried out 5 times using the 5 different guesses of the
initial wave vector direction defined in Eq. (33). Suppose
that these 5 ray paths produce 5 different optimized values
of the cost function in Eq. (34). Let them be designated
as Joptas Joptbs Joptes Joptd> and Jopee. The chosen guess
of s will be the candidate from Eq. (33) that produces the
lowest optimal terminal boundary condition error cost, and
the chosen guess of P; will be the corresponding P},,.,,
value from Eq. (35).

D. Numerical Integration Step Size Adaptation

It is advisable to implement step size adaptation when
using a Runge-Kutta numerical integration algorithm. The
Dormand-Prince 4/5 algorithm has been used in this study
[8]. It is the same algorithm as is used in the popular MAT-
LAB function ode45.m. It supports step size adaptation.

When using a numerical integration algorithm within an
outer numerical solver for a TPBVP, however, step size
adaptation can be harmful. It can cause a violation of the
assumptions that go into the Newton’s method lineariza-
tion of the terminal boundary conditions in Eq. (25). Such
violations can cause problems when trying to force the
errors in the terminal boundary conditions to decrease for
each major iteration of the algorithm of Subsections III-A
and III-B.

The methods developed in this paper employ Dormand-
Prince step size adaptation in two places. The first place
is during the numerical integration calculations that are
associated with the third stage of the initial guess gen-
eration procedure. These are the 5 integrations that start
from the 5 candidate initial wave vector directions of
Eq. (33). The sequence of Dormand-Prince Runge-Kutta
step intervals associated with the best initial wave vector
direction is then chosen as the fixed set of intervals for use
in the Newton/shooting TPBVP solver. Suppose that the
numerical integration grid points which have been used to



generate the best first guess are 7o, 71,72, ..., Tky-- -, TN+
Note that 79 = 0 and 7y = 2 by design of the trial
integration and that 7, ...,7ny_1 are chosen by the step
size adaptation algorithm. Suppose, also, that 7, = 75,
the solution of the optimization problem in Eq. (34). Then
the change from P} to Py, ., in Eq. (35) necessitates
the following change in the Dormand-Prince numerical
integration grid points:

Tinew = Ti/Ti foralli=1,... k (36)

These are the numerical integration grid points that are
used in the TPBVP solution.

It can be helpful to use two sets of numerical integration
grid points in order to speed algorithm execution while
achieving a specified level of numerical integration accu-
racy in the TPBVP solution. The idea is to do an initial
TPBVP solution which uses a coarser set of numerical
integration grid points that does not achieve the final
desired level of integration accuracy. Afterwards, a second
TPBVP solution is computed using a revised sequence
of numerical integration grid points that will deliver the
desired accuracy.

In this scenario, a coarse numerical integration error
tolerance is used to generate the initial solution guesses
described in the previous subsection along with the corre-
sponding integration grid points defined in Eq. (36). These
grid points are then used to solve the TPBVP. Afterwards,
the TPBVP solution values of § and P} are input to an
adaptive step size Dormand-Prince numerical integration
from 7 = 0 to 7 = 1. This second adaptive numerical
integration uses the final target error tolerance to control its
adaptation. The resulting numerical integration grid points
are used as a fixed set of grid points in a second solution of
the TPBVP. The first guesses of 5 and P} for this second
TPBVP solution are the final solution values from the
problem that used the coarser numerical integration grid.
Experience with this approach indicates that the second
call of the TPBVP solver converges to a very accurate
solution in a single Newton iteration.

IV. SENSITIVITIES OF THE RAY-TRACING
SOLUTION AND ITS OBSERVABLES

Sometimes one needs to compute the partial derivatives of
TPBVP solution outputs with respect to TPBVP inputs.
The local ionosphere data assimilation problem of [1]
and the regional ionosphere data assimilation problem
of [3] could usefully employ the partial derivatives of
group delay and carrier phase with respect to iono-
sphere parameters, i.e., 9P;/0p and 0P(1)/0p. A joint
navigation/ionosphere-correction algorithm like that pro-
posed in [2] could use OP};/Op and the group delay
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partial derivatives with respect to the receiver location
OPj;/0F;. An algorithm that concatenates multiple ray-
path hops needs the partial derivatives of the initial and
final wave vectors with respect to the initial and final ray-
path positions 0k(0)/07, 0k(1)/07y, 0k(0)/07f, and
Ok(1)/07 . This section develops methods for calculating
these partial derivatives.

A. Direct Calculation of Partial Derivatives with Respect
to lonosphere Parameters

The direct method of calculating any given partial deriva-
tive starts by taking the partial derivative of the entire
TPBVP. This includes differentiation of the ordinary dif-
ferential equation in Eq. (3) and differentiation of the
initial and terminal boundary conditions in Eq. (19).

Suppose that one wants to calculate partial derivatives with
respect to the i element of the ionosphere parameter
vector p. Then the direct method results in the following
linear TPBVP for the unknowns 9P /0p; and 9z(7)/0p;
on the interval 0 < 7 < 1:

d [0x(r) () oP;
el - ()22 ;
i || = ro 5 a3+t
ox(0 opP;
0==Go g;()) + wo 8p}<( + wo;
ox(1 OP;
O:Gf ;]E-)—i_wf@pf 37
where
u; (1) = of
Z 0P l(w(r),P} p)
Go = 290
O |(3(0), P p,7%0]
g,
wo = 7
oF; [(0), P} ,p,7o)]
wo; = 99,
OPi l{w(0), Py p.o)
G, - 2
0 {(p1),pr,7,]
8gf
ws = 5 (38)

[2(1),P) 7]

The linear TPBVP in Eq. (37) can be solved using state
transition matrix methods that are fairly standard. Such
methods can be used to develop a formula for 9z (1)/0p;
that involves a non-homogeneous term and terms that
are linear in 0z(0)/0p; and OP}/0dp;. This expression



can be substituted into the third line of Eq. (37). The
resulting equation, when combined with the second line of
Eq. (37), yields a well-defined linear system of equations
for the unknown quantities dz(0)/9p; and 0P} /dp;. The
solution for these quantities and the ODE in the first line
of Eq. (37) can be used along with numerical integration
to determine Ox(7)/0p; at another other value of 7.

B. Rationale for Using Adjoint Calculation of Partial
Derivatives

The calculations of the preceding subsection are straight-
forward to implement. Note, however, that a new linear
TPBVP would have to be solved for each element of
the parameter vector p. The only change from element
to element would be the non-homogeneous terms in the
TPBVP. Nevertheless, the computational cost of re-solving
many TPBVPs could be prohibitive.

An alternate approach to partial derivative calculation uses
an adjoint. Before developing such an approach for the
TPBVP in Eq. (37), it is useful to review the reason
why an adjoint calculation can reduce the number of
computations.

Consider a simple vector space example of using an
adjoint. Suppose that the n, x 1 vector z is an implicit
function of the n, x 1 vector p through the n;, x 1 vector
function f:

OZf(iIT,p)

and suppose that the n,, x 1 vector y is an explicit function
of z:

(39)

y = h(z) (40)

The partial derivative of y with respect to p can be
calculated by first taking the partial derivative of Eq. (39)
with respect to p and using the result to solve for dz/0p.
Afterwards, the partial derivative of Eq. (40) can be taken
with respect to p, and the formula for dz/Jp can be
substituted into the result in order to yield:

oy _ _on(fof]""of

op Oz ox dp
__(orTor) o
N Jz | Oz ap
The only difference between the right-hand sides on the
two lines of this equation is the order of their matrix-
matrix multiplications. The upper line is the direct-method
calculation of dy/dp, and the lower line is the adjoint
calculation. The transpose of the term in parentheses on

the second line is the calculation’s adjoint. These two
versions of the same matrix-matrix multiplications have

(41)
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different operation counts. The direct method on the first
line employs n2n,, + nyn,n, scalar multiplications. The
adjoint method on the second line employs n2n, +n,n,n,
multiplications. If n, < n,, then the adjoint method is
more efficient. If n, < n, and n, is large, then the
computational burden of the adjoint method may be orders
of magnitude lower than that of the direct method.

Similar considerations carry over to the sensitivities of
the solution of this paper’s TPBVP. The corresponding
potential for computational cost savings constitutes the
rationale for developing an adjoint method to compute the
TPBVP’s partial derivatives.

C. Output Functions to be Differentiated

The preceding discussion justifies the use of an adjoint
method if the number of problem outputs is much lower
than the number of inputs. Furthermore, the adjoint itself
is calculated using partial derivatives of the outputs. There-
fore, it is necessary to define the TPBVP outputs whose
partial derivatives are to be computed.

The problem outputs of interest are the range-equivalent
total group delay P#, the range-equivalent terminal carrier

phase P(1), the initial wave vector k(0), and the terminal
wave vector E(l) Output of the terminal carrier phase
implies that the adjoint calculations must work with a
state-space model for the 7-element state vector that is
defined in Eq. (5). Therefore, all developments in this
section presume the use of this state vector and use of
the corresponding 7-element f(z, P}, p) dynamics model
function. These developments also assume that the ray-
tracing TPBVP solution values for z(7) and P; have been
computed.

Use of the 7-element state vector necessitates a mod-
ification of the generalized initial condition func-
tion go[w(O),P},p,Fo} in the first line of Eq. (19).
It must be augmented by appending the expression
[0,0,0,0,0,0,1]x(0), which changes it from a 4-element
vector function into a S-element function. This added
initial condition specifies that the initial carrier phase is
0 so that P(1) gives the range-equivalent change in the
carrier phase over the ray path.

Given the 7-element form of x(7), all desired outputs of
the TPBVP can be written in terms of the initial state x(0),
the terminal state (1), and the terminal range-equivalent
group delay Pj’c. The following two general formulas cover
all possible desired outputs:

Yo = holx(0), Pf]

yy = hylz(1), Pf] (42)



Adjoint partial derivative calculations will be developed
for these two generalized output vectors.

In preparation for developing the adjoint method, it is
helpful to define the following partial derivatives of the
vector functions hg and hy:

0% |(2(0),Py)
-
MIETORA
4y =
BCL A [MEIN A
Oh;
zp = ap; ) 43)

Note that the Jacobian matrices Hy and Hy must not be
confused with the scalar Hamiltonian functions H; and
Hs that are defined in Section II. Also, the generalized
output vector functions hg and hy must not be confused
with the WGS-84 altitude function h,;; that is defined and
used in Subsection III-C.

D. Adjoint Calculation of Partial Derivatives of Outputs
with Respect to lonosphere Parameters

This subsection presents the adjoint method for calculating
the partial derivative of the initial output y, and the
terminal output y , with respect to p;, the i™ element of the
ionosphere parameter vector p. The formulas presented in
this section have been derived by first developing a direct-
method solution using state transition matrix methods,
as discussed briefly in Subsection IV-A. The resulting
solution was then manipulated to derive its adjoint equiva-
lent. The necessary derivations are lengthy and have been
omitted for the sake of brevity.

The adjoint solution starts by solving a pair of linear
matrix final-value problem:

T _ (),
Ag(1) =G}
) () an(e)
Ap(1) = Hf (44)

These two solutions are used to compute three vectors.
The first two are terminal group delay adjoint vectors, and
the third projects the parameter p;’s differential equation

right-hand-side sensitivities onto the terminal boundary
condition:

Ay :'wf—l—/o1 Ay (T)u(T)dr

M=zt [ A
1

Hgi:/o A;l;(T)ui(T)dT

1
Bi = / AL (T)ui(r)dr (45)
0

Note: the adjoint method vectors Ay and A;, must not be
confused with the eigenvalue A that is used to calculate
the Hamiltonian H5 in Subsection II-B.

Next the adjoint matrices of the initial and terminal bound-
ary conditions are computed for the initial and terminal
outputs:

Ao Aoy | _ Gy A4(0) - Hy  An(0) (46)
Ao Agp wl A} 2 A

Finally, the initial and terminal output sensitivities are
computed:

9%, T T

. Ao, Ay, i 0
|l ) @
dy ¢ 0b fol LMgi Hepi
opi

This is a very efficient computation because the only cal-
culations that need to be re-done for a different parameter
index ¢ are those in the fourth line of Eq. (38), those in
the last two lines of Eq. (45), and those in Eq. (47).

E. Adjoint Calculation of Partial Derivatives of Outputs
with Respect to Initial and Terminal Positions

The calculation of output partial derivatives with respect
to the initial and final ray-path locations 7, and 7 re-
uses many of the quantities that are computed as part
of the p; partial derivative calculation. The only new
quantities are the partial derivatives of the initial and
terminal boundary conditions with respect to the initial
and terminal positions:

0
GOT = %
" 1z(0), P} ,p,70]
0
. 48)
T l=(1),P}.75)




The desired output partial derivatives are then

9o 0y .

Fo  OF AT AT [Gor O

Oro 0Ty | _ _ { i A#} H o ] (49)
dyy  0Oyy o b fr

F. Proper Numerical Integration in Adjoint Calculations

Care must be taken in the numerical integration of the
matrix differential equations in Eq. (44) and the integrals
in Eq. (45). One might be tempted to calculate them using
the Dormand-Prince 4/5 method or a similar method.

The matrix final value problems in Eq. (44) can be
integrated backward in time from the terminal condition
at 7 = 1. The integrals in Eq. (45) can be evaluated by
simultaneously integrating the following vector final value
problems:

dXhg(7)
dr —Ag(T)u(r)
~Ag(l) =wy
D) A ()
(1) = 2y
dﬁgi(T) _ !
o — _Az;(T)uz(T)
fpi (1) = 0
du;;(T) = — AT (T)u(7)
Bpi(1) =0 oY

backward in time from 7 = 1 and setting Ay, = XAy(0),
Ah = )\h(O), l"‘gi = ﬂgl(o)’ and i = ﬂ’hi(o)

The backward numerical integrations in the first line of
Eq. (44) and in the first and fifth lines of Eq. (50) must
be carried out together as though a single large “state”
were being integrated that consisted of the columns of
Ay(7), the vector Ay, and the vector fz,,;. If multiple fz,,
are being evaluated for multiple parameter vector element
indices i, then all of them must be included in the large
“state”. Similarly, the backward numerical integrations in
the third line of Eq. (44) and in the third and seventh
lines of Eq. (50) must be carried out together as though a
single large “state” were being integrated that consisted of
the columns of Ay, (7), the vector Ay, and all fi,; vectors.

These backward integrations must not be carried out using
the same Runge-Kutta numerical integration method as
has been used to perform forward integration of Eq. (3).
Instead, a special adjoint of the particular Runge-Kutta
method must be used. The adjoint of each Runge-Kutta
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step’s sequence of forward integration formulas is also
a sequential calculation. It performs reverse-time numeri-
cal integration using an altered Runge-Kutta computation
recipe that is based on the forward method’s same Runge-
Kutta tableau. The calculations of the adjoint Runge-Kutta
method are given in Eqs. (15) and (16) of [11].

The backward numerical integration of Egs. (44) and (50)
requires various values of F(7), u(7), and w;(7) during
each integration step. The values that must be used are
computed during the forward numerical integration of Eq.
(3) [11]. They can be stored for later use in the backward
numerical integration of Egs. (44) and (50).

G. Inefficiency of Finite Difference Sensitivity Calcula-
tions

One might be tempted to avert the difficulty of im-
plementing the adjoint partial derivative calculations of
this section. An alternative would be to approximate the
sensitivities by using finite differences. The use of finite
differences in the present case is not recommended. There
are two reasons for this recommendation. Both stem from
the fact that each finite difference calculation will require
iterative re-solution of the TPBVP.

Re-solution of the TPBVP is costly in terms of computa-
tion time, and the expensive TPBVP solution would need
to be carried out on the order of n, times. Recall that
n, is the number of elements in the ionosphere parameter
vector p. Each TPBVP solution will require at least one
expensive Newton iteration. The large number of TPBVP
solutions will result in a computation time that scales
like the inefficient direct sensitivities calculation method
discussed in Subsection IV-B. Therefore, finite-difference
sensitivity calculation could prove very expensive compu-
tationally.

A second reason to avoid finite-difference calculations is
the impact of possible residual errors in TPBVP solutions.
Suppose that the Newton method has not fully converged
for a reported TPBVP solution that is being used in
a finite-difference calculation. Then the small TPBVP
solution error will contribute directly to an error in the
finite-differenced partial derivative approximation. If the
finite-difference increment is very small, then this error
can be large. If the finite-difference increments are large
enough to make such errors negligible, then an increased
amount of truncation error might adversely impact the
finite-difference sensitivity approximations.



V. EXAMPLE RAY-TRACING SOLUTIONS

The ray-tracing TPBVP solution algorithms of Section III
have been encoded in MATLAB and tested on example
problems. These problems include O-mode and X-mode
propagation. Some consider the reflection case that models
an ionosonde with transmitter and receiver collocated,
and others consider the point-to-point case. The X-mode
cases include situations where the transmission frequency
is higher than the electron gyro frequency (Y < 1)
and situations where it is lower than the gyro frequency
(Y > 1). Two different transmission frequencies have been
used, 1.09 MHz and 11.23 MHz.

Terminal range-equivalent group delays PJQ vary between
294.5 km and 381.7 km for the ionosonde reflection cases
and between 589.0 km and 903.0 km for the point-to-
point cases. One expects the reflection cases to be shorter
because they only trace the path up to the reflection point.
The total range-equivalent group delay between ionosonde
transmission and reception would be twice this number.
Note that P]i for the reflection cases is equivalent to
ionosonde virtual height.

Newton’s method successfully converged in 3-5 iterations
for all cases considered. This count includes iterations of
the first TPBVP solver that used a coarse Dormand-Prince
solution accuracy and iterations of the second TPBVP
solver that used a finer set of integration intervals to
enforce a finer numerical integration accuracy. Typically
only a single additional Newton iteration is required when
using the finer numerical integration grid points because
the TPBVP solutions for s and Pj’c on the coarse grid
already have good accuracy.

The first-guess generation procedure’s third stage always
selected candidate s, as the best guess of the initial wave
vector direction. Recall from Eq. (33) that this is the guess
generated by the second stage of the first-guess procedure.
These guesses always resulted in rapid convergence of
the Newton/shooting algorithm. Therefore, the process of
trying all 5 first guesses from Eq. (33) may be unnecessary
for ensuring robust TPBVP solution convergence.

Example TPBVP solutions are presented in Figs. 2, 3, and
4. Figures 2 and 3 show, respectively, the 3D ray path
7(7) and the corresponding non-dimensionalized wave
vector time history k(7)/ko vs. 7 for an 11.23 MHz O-
mode signal. Both paths show smooth ray bending in the
ionosphere in the range 0.4 < 7 < 0.6. Although not
directly plotted, one can infer from the results in Fig. 3 that
the minimum value of ||k(7)/ko|| is 0.67. Thus, this ray
path does not penetrate high enough into the ionosphere
to have the possibility of encountering a spitze singularity.

Figure 4 shows the upper portion of the 3D ray path for a
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Fig. 2: Example point-to-point ray path solution for an
11.23 MHz O-mode signal.

0.8 T T T T —k
X

_ky

0.6 K
2

0.4r

0.2

-0.2

-0.41

k/kO elements (non-dimensional)
o

-0.61

-0.8

0 0‘.2 O‘.4 0.‘6 0.‘8 1

7 (non-dimensional)
Fig. 3: Non-dimensionalized wave vector solution time
history for the point-to-point ray path of an 11.23 MHz
O-mode signal.

1.09 MHz X-mode signal in the situation of ¥ > 1. This
upper portion includes an unusual curving portion near its
very top that is characteristic of a spitze singularity. Thus,
the new ray-tracing method can handle a spitze.

VI. SUMMARY AND CONCLUSIONS

This paper has developed and tested a new method of
solving for HF radio-wave ray paths through the iono-
sphere. It has also developed a method for calculating
the partial derivative sensitivities of ray-path observables
with respect to ray-path input parameters. For example,
the partial derivative of the range-equivalent group delay
can be calculated with respect to the height of a Chapman
profile’s peak electron density that applies at a node of a
latitude/longitude spline.



250 \ Reflection
point/spitze
245
£ 240
:_N
235
230

1
4 0.5
2 0

ry (km)

r (km)

Fig. 4: Upper segment of an ionosonde reflection ray
path solution for an 1.09 MHz X-mode signal with
Y > 1.

The ray-tracing algorithm solves a nonlinear two-point
boundary value problem. It uses a Hamiltonian system of
differential equations that model the Appleton-Hartree in-
dex of refractive and its effect on radio wave propagation.
The solver combines the shooting algorithm with New-
ton’s method in order to achieve rapid convergence. The
implementation of Newton’s method includes the solution
of auxiliary linear two-point boundary value problems
in order to determine state vector partial derivative time
histories. These time histories enable the computation of
Newton increments to the initial wave vector’s 2 aiming
angles and to the terminal range-equivalent group delay.
An ad hoc procedure for generating first guesses augments
the Newton algorithm. It provides good first guesses of
the aiming angles and the group delay so that Newton’s
method typically converges in 4 iterations or fewer.

The partial derivative sensitivity algorithm is based on the
adjoint method of differential equation theory. It avoids
the need to solve many state-vector sensitivity two-point
boundary value problems by solving a set of adjoint
differential equations. These equations must be integrated
backward in time using a special adjoint numerical inte-
gration method.

The ray-tracing algorithm has been tested on representa-
tive problems. It has successfully solved ionosonde reflec-
tion problems and point-to-point problems between known
transmitter and receiver locations. It works for both O-
mode and X-mode radio wave propagation, and it can trace
a ray path through a sptize reflection singularity without
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any difficulty.
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