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#### Abstract

This paper provides a comparative analysis of two different atmospheric drag models aimed at predicting the reentry of Resident Space Objects (RSO). We quantify the impact of considering a rotating atmosphere in the drag model, and analyze its effects on the Milankovitch elements, namely the angular momentum vector, and the Laplace-Runge-Lenz vector. The secular variation of the Milankovitch elements is expressed analytically through averaging. We evaluate the performance of the two formulations of the averaged equations of motion to provide accurate predictions of the orbital decay of RSO's, by comparing simulated trajectories to those derived from the non-averaged dynamics, and to a documented spacecraft reentry event. Results show that accounting for atmospheric rotation in the averaged dynamics, provides simulated RSO trajectories closer to the non-averaged dynamics, and to the documented twoline element reentry data.


## I. Introduction

Although the impact of atmospheric drag on RSOs has been extensively studied in prior work [1T-10], the effect of the rotating atmosphere is not accounted for in some drag models, which can alter the lifetime predictions of the RSOs significantly. The work done in [囵] considers a rotating atmospheric model based on Horizontal Wind Model (HWM07) [II], but does not focus on the long-term evolution of the orbits. Recent work in [[2] includes a treatment of lifetime predictions of objects in Geo-Synchronous Transfer Orbits (GTOs), by simulating the averaged long-term evolution of atmospheric drag. However, reference [IT2] does not consider a rotating atmosphere. An approach that accounts for the rotating atmosphere in the drag model is presented by Ward in [I3]. Reference [I3] builds on prior work with similar formulations [14, [15], but does not assume small eccentricities for ease of analysis. Reference [[12] and [13] serve as the main references for this work. A vector treatment is used in deriving the averaged equations, which naturally leads to the description of the orbital geometry in terms of the vectorial elements of the Milankovitch type; namely, the angular momentum vector and the Laplace-Runge-Lenz vector [16].

In this paper, we study the analytical formulation of the averaged equations of motion derived in [I2] and [I33]. We discuss the fundamental equations, and identify the key differences between the two treatments which include (1) consideration of atmospheric angular velocity, (2) approximations made in evaluating the integrals, and (3) numerical stability. Our focus will be on quantifying the impact that these differences have on simulated trajectories of RSOs. We look specifically at the impact of accounting for a rotating atmosphere versus neglecting relative atmospheric velocity

[^0]in estimating the orbital decay for satellites in GTO. This analysis is carried out by comparing the simulated orbital decay with those obtained from the non-averaged dynamics, and a known reentry event.

In the next section of this paper, the non-averaged equations of motion are derived for RSOs with perturbations due to Earth oblateness, luni-solar third-body gravity, and atmospheric drag. Then, the equations for the averaged dynamics with atmospheric drag are developed with and without atmospheric rotation in Section III. The complete set of averaged equations including $J_{2}$ and luni-solar perturbations in addition to atmospheric drag are written out in Section IV. A performance analysis is carried out comparing the two formulations of the averaged equations in Section $\nabla$. Simulation results are validated against a reference trajectory using the non-averaged dynamics in Section V.C. and against real reentry data in Section V.D. Conclusions are given followed by future work in Section $\nabla \mathbf{D}$. In this preliminary analysis, we perform simulations specifically for objects in GTO. In future work, we will extend this to other orbital regimes.

## II. Non-averaged Equations for Perturbed Circumterrestrial Dynamics

In this section, we derive the non-averaged dynamics as a nonlinear relative equation of motion for an RSO with respect to Earth (two-body problem). We first define the unperturbed dynamics considering the Earth and RSO as point masses, with the Earth's gravitational attraction as the primary force acting on the RSO. Later, we model other forces acting on the RSO as perturbations. The perturbations considered in this paper are Earth oblateness, Sun and Moon third-body gravity, and atmospheric drag.

## A. Equations of motion

The acceleration of an RSO in Earth's gravity field is defined in Earth Centered Inertial (ECI) frame. The ECI frame is not rotating with respect to Earth, and its $x-y$ plane is the equatorial plane. The $x$-axis points towards the vernal equinox, and the $z$-axis is perpendicular to the equatorial plane, and is in the same direction as the Earths spin axis. The $y$-axis completes the right-hand triad. The RSO acceleration equation can be written as [177]:

$$
\begin{align*}
& \ddot{\mathbf{r}}=-\mu \frac{\mathbf{r}}{r^{3}}+\mathbf{f}  \tag{1}\\
& \mathbf{f}=\mathbf{a}_{J_{2}}+\mathbf{a}_{S, M}+\mathbf{a}_{d} \tag{2}
\end{align*}
$$

where
$\mathbf{r}$ is the position vector of the RSO,
$r$ is the magnitude of $\mathbf{r}$,
$\mu \quad$ is the Earth's standard gravitational parameter,
$\mathbf{a}_{J_{2}}$ is the perturbing acceleration due to Earth oblateness,
$\mathbf{a}_{S, M}$ is the perturbing acceleration due to Sun and Moon third-body gravity, and
$\mathbf{a}_{d} \quad$ is the perturbing acceleration due to atmospheric drag.
The position of the RSO can be found by integrating Eq. (II). When $\mathbf{f}=\mathbf{0}$, the solution to Eq. (II) is a Keplerian orbit and its angular momentum vector is constant. However, when $\mathbf{f} \neq \mathbf{0}$, the solution to Eq. (II) is not a Keplerian orbit, and does not have an exact solution. We can simulate the orbit trajectory by integrating Eq. (II) numerically. If the perturbing accelerations are small enough, the orbital elements vary slowly in time, and the orbit can be described in terms of osculating Keplerian elements.

## B. Perturbations model

In this section, we model the perturbing accelerations that cause variations of the angular momentum and specific mechanical energy of the orbit. The RSO trajectory is deviating from the nominal Keplerian orbit because of perturbations, and its lifetime changes correspondingly.

## 1. Earth oblateness perturbation

Now we relax the assumption that Earth is a point mass. Earth is not a perfect sphere and its density is not uniform. To address this, the Earth's gravitational potential field can be modeled as the sum of spherical harmonic terms. The first term in the summation is already considered in Eq. (II). The second term denoted $J_{2}$, models the deviation from the spherical model due to the equatorial bulge, or oblateness of Earth in the equator $\left(J_{2}=0.0010826267\right)$ [177-19]. The perturbing acceleration due to Earth oblateness can be written as:

$$
\begin{equation*}
\mathbf{a}_{J_{2}}=-\frac{\mu J_{2} R^{2}}{2 r^{5}}\left[\left(1-\frac{5 r_{z}^{2}}{r^{2}}\right) \mathbf{r}+2 r_{z} \hat{\mathbf{z}}\right] \tag{3}
\end{equation*}
$$

where
$R \quad$ is the mean Earth equatorial radius, and
$r_{z}$ is the component of $\mathbf{r}$ in the $\hat{\mathbf{z}}$ direction.
Earth oblateness can change an RSO's orbit by rotating its orbital plane around Earth's polar axis (regression of nodes), and also by rotating its orbit in the orbital plane (the advance of the perigee) [17].

## 2. Luni-Solar third-body gravitational perturbation

The gravitational field of the Sun and Moon impact the trajectory of an RSO. The effects of this third-body perturbation become more significant as the RSO altitude increases. Therefore, at GTO apogees, which can range from tens to hundreds of thousands of kilometers, the luni-solar perturbations' impact is larger than anywhere else on the orbit. It is shown in the literature that at an altitude of one Earth radii the luni-solar perturbation is orders of magnitude smaller than $J_{2}$, while at an altitude of 16 Earth radii the magnitude of luni-solar perturbations can be twice as much as $J_{2}$. The luni-solar perturbing accelerations can be written as [20]:

$$
\begin{align*}
& \mathbf{a}_{S, M}=\mathbf{a}_{S}+\mathbf{a}_{M}  \tag{4}\\
& \mathbf{a}_{S / M}=-\mu_{S / M}\left(\frac{\mathbf{d}_{S / M}}{d_{S / M}^{3}}+\frac{\mathbf{r}_{S / M}}{r_{S / M}^{3}}\right)  \tag{5}\\
& \mathbf{d}_{S / M}=\mathbf{r}-\mathbf{r}_{S / M} \tag{6}
\end{align*}
$$

where

$$
\begin{array}{ll}
\mu_{S / M} & \text { is the Sun or Moon gravitational constant, } \\
\mathbf{r}_{S / M} & \text { is the position vector of sun or moon in ECI frame, and } \\
d_{S / M} & \text { is the magnitude of } \mathbf{d}_{S / M} .
\end{array}
$$

In this work, the position vectors of the Sun and Moon, $\mathbf{r}_{S / M}$ for any given epoch are calculated based on ephemeris provided by JPL Horizons web interface developed by NASA Jet propulsion Laboratory [21].

## 3. Drag perturbation

Atmospheric drag can cause changes in RSO trajectory, especially in Low Earth Orbit (LEO). Although drag force decreases significantly at high altitudes (after hundreds of kilometers), it can still change the orbital elements over long periods of time. The impact of atmospheric drag on an RSO's trajectory is well studied in prior work [15, 22]. However, the role of atmospheric rotation in the variation of orbital elements and RSO lifetimes is not as well understood. Therefore, including the Earths atmospheric rotation in the drag model and studying its effects on RSO trajectories is the main contribution of this work. The perturbing drag acceleration including atmospheric rotation can
be expressed as [112, [13]:

$$
\begin{align*}
\mathbf{a}_{d} & =-\frac{1}{2} B \rho\left|\mathbf{v}-\mathbf{v}_{a t m}\right|\left(\mathbf{v}-\mathbf{v}_{a t m}\right)  \tag{7}\\
\mathbf{v}_{a t m} & =\omega_{a} \hat{\mathbf{z}} \times \mathbf{r}  \tag{8}\\
B & =\mathrm{AMR} \cdot C_{d}  \tag{9}\\
\rho & =\rho_{p_{0}} \exp \left(\frac{r_{p_{0}}-r_{p}}{H_{\rho_{0}}}\right) \tag{10}
\end{align*}
$$

where

| $\mathbf{v}_{a t m}$ | is the linear atmospheric velocity, |
| :--- | :--- |
| $\omega_{a}$ | is the angular atmospheric velocity (considered the same as Earth's spin rate) |
| $\hat{\mathbf{z}}$ | is the unit vector in the direction of the ECI z-axis, |
| AMR | is the RSO area-to-mass ratio, |
| $C_{d}$ | is the RSO drag coefficient, |
| $\rho_{p_{0}}$ | is the density at initial perigee altitude, |
| $r_{p_{0}}$ | is the initial perigee altitude, and |
| $H_{\rho_{0}}$ | is the constant scale height. |

Equation (\$) is the ballistic coefficient. In many cases, reentering RSOs are tumbling, which results in a timevarying AMR, $C_{d}$, and consequently, ballistic coefficients that change over time. In this paper, we consider a constant value for the RSO's AMR, and drag coefficient. However, there is room for improvement by considering a time-varying ballistic coefficient in the simulation. Furthermore, Eq. ([0]) assumes a spherically symmetric density model for the atmosphere that varies exponentially with altitude. This model is only a function of altitude $(r)$ and does not consider the complexities of solar cycles, space weather, and other spatiotemporal effects of space weather. For consistency in comparing with the averaged results, we use the exponential density model which is analytically defined through averaging. The variables $\rho_{p_{0}}$ and $H_{\rho_{0}}$ are calculated based on the 1976 US Standard Atmosphere Model (USSA76).

## C. Non-averaged vs averaged dynamics

In the previous sections, we discussed how orbiting objects close to Earth deviate from Keplerian motion as a result of perturbing forces. Fortunately, these deviations are small and their effects are slow, such that we can choose a mean Keplerian orbit whose elements vary slowly with time. The actual orbital motion is oscillatory about this mean, and the mean orbit's period is approximately equal to the actual orbital period. The mean Keplerian orbit is obtained by averaging the perturbed dynamics over a complete period. The resulting singly averaged system no longer has terms that are periodic over one orbital period.

In this paper, we are comparing the performance of the averaged formulations with the non-averaged dynamics. Simulation of the non-averaged dynamics requires numerical integration of the nonlinear equations (II) with all the perturbations. This results in a simulated trajectory that is closer to the true dynamics. The higher fidelity performance of this method is usually achieved at a greater computational cost. In some cases, lifetime analysis for RSOs may involve studying the orbital evolution for tens to thousands of years, and simulating the non-averaged dynamics becomes impractical. Therefore, as an alternative, we can consider only the long-term variations by averaging the rates of change of orbital elements over specific periods of time (discussed in next sections). This approach requires orders of magnitude less computational resources. In this work, for validating the averaging method's performance, the non-averaged dynamics are used as a reference trajectory for short time spans.

The plots in Fig. Ushow a visual comparison of the number of computations for a typical simulation of averaged vs non-averaged trajectories for twelve hours (left plot), and the computational time of the same trajectories for different simulation elapsed times (right plot). The results are produced by a personal computer with $4.00 \mathrm{GHz} \operatorname{Intel}(\mathrm{R})$ processor with 32.0 GB RAM and x64 Windows operating system. We can clearly see that the averaged dynamics outperform the non-averaged dynamics in terms of computational cost.


Fig. 1 Computational cost of typical averaged and non-averaged trajectories. Visual comparison of the number of computations (left plot), where each marker shows a computational step, and a comparison of computation time for different simulation time spans (right plot).

## III. Averaged Equations for Drag Perturbation

The mean or averaged Keplerian orbit is obtained by averaging the perturbed dynamics over a complete orbital period. The resulting averaged system is autonomous, which means it no longer depends on time. This simplifies the treatment of the problem while providing intuition on the long-term/secular effects of the perturbations on the orbit. We describe the orbital geometry in terms of the Milankovitch elements, angular momentum vector and Laplace-RungeLenz vector. This gives the advantage of having to deal with only two vector equations, from which the classical orbital elements can be obtained from without difficulty (see Appendix). The Milankovitch elements are [12]

$$
\begin{align*}
\dot{\mathbf{H}} & =\mathbf{r} \times \mathbf{f} \\
\dot{\mathbf{e}} & =\frac{1}{\mu}(\mathbf{v} \times \mathbf{r}-\mathbf{H}) \times \mathbf{f} \tag{11}
\end{align*}
$$

where $\mathbf{H}$ is the instantaneous angular momentum vector given by $\mathbf{r} \times \mathbf{v}$. The eccentricity vector $\mathbf{e}$, points towards the instantaneous argument of perigee and has a magnitude equal to the instantaneous eccentricity of the orbit. The orbital elements are described in the standard ECI frame of reference. The expression for Milankovitch elements given in Eq. (II) is used throughout this work to describe the averaged motion of the perturbed orbits. The averaged dynamics of an RSO over a single orbital period can be derived by integrating with respect to the mean anomaly as below [12].

$$
\begin{align*}
\dot{\overline{\mathbf{H}}} & =\frac{1}{2 \pi} \int_{0}^{2 \pi} \dot{\mathbf{H}} \mathrm{~d} M=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathbf{r} \times \mathbf{f} \mathrm{d} M  \tag{12}\\
\dot{\overline{\mathbf{e}}} & =\frac{1}{2 \pi} \int_{0}^{2 \pi} \dot{\mathbf{e}} \mathrm{~d} M=\frac{1}{2 \pi} \int_{0}^{2 \pi} \frac{1}{\mu}(\mathbf{v} \times \mathbf{r}-\mathbf{H}) \mathbf{f} \mathrm{d} M
\end{align*}
$$

where the notation $\overline{(\cdot)}$ is used for averaged quantities. In this section we discuss the averaged perturbing acceleration due to atmospheric drag.

## A. Averaged drag with a still atmosphere

The drag acceleration on an RSO is given by Eq. (II). With a still atmosphere assumption, $\mathbf{v}_{\text {atm }}=0$, the air drag term can be written as [12]:

$$
\begin{equation*}
\mathbf{a}_{d}=-\frac{1}{2} \rho B v \mathbf{v} \tag{13}
\end{equation*}
$$

where $v=|\mathbf{v}|$. The rates of change of the Milankovitch elements due to drag can be written as follows by substituting Eq. ([13) into Eq. ([1]):

$$
\begin{align*}
\dot{\mathbf{H}}_{d} & =-\frac{1}{2} \rho B v \mathbf{H}  \tag{14}\\
\dot{\mathbf{e}}_{d} & =\frac{1}{\mu} \rho B v \mathbf{H} \times \mathbf{v}
\end{align*}
$$

The averaged rates of the $\mathbf{H}$ and $\mathbf{e}$ can be obtained by substituting the Eq. ([44) into Eq. ([22).

$$
\begin{align*}
\dot{\overline{\mathbf{H}}}_{d} & =\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(-\frac{1}{2} \rho B v \mathbf{H}\right) \mathrm{d} M=-\frac{1}{2} B \mathbf{H} \frac{1}{2 \pi} \int_{0}^{2 \pi} \rho v \mathrm{~d} M  \tag{15}\\
\dot{\overline{\mathbf{e}}}_{d} & =\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(\frac{1}{\mu} \rho B v \mathbf{H} \times \mathbf{v}\right) \mathrm{d} M=\frac{1}{\mu} B \mathbf{H} \times\left(\frac{1}{2 \pi} \int_{0}^{2 \pi} \rho v \mathbf{v} \mathrm{~d} M\right)
\end{align*}
$$

The exponential density model for $\rho$ was defined in Eq. (10). We get the following expressions for the averaged rates of the Milankovitch elements [IL2]

$$
\begin{align*}
\dot{\overline{\mathbf{H}}}_{d} & =-\frac{1}{2} B \sqrt{\frac{\mu\left(1-e^{2}\right)}{2 a \pi z}} \rho_{p_{0}} \exp \left(\frac{r_{p_{0}}-r_{p}}{H_{\rho_{0}}}\right)\left(1+\frac{1+3 e^{2}}{8 z\left(1-e^{2}\right)}\right) \mathbf{H}  \tag{16}\\
\dot{\overline{\mathbf{e}}}_{d} & =-B \frac{1+e}{a \sqrt{2 \pi z}} \rho_{p_{0}} \exp \left(\frac{r_{p_{0}}-r_{p}}{H_{\rho_{0}}}\right)\left(1+\frac{3 e^{2}-4 e-3}{8 z\left(1-e^{2}\right)}\right) H \hat{\mathbf{e}} \tag{17}
\end{align*}
$$

where $z=\frac{a e}{H_{\rho_{0}}}, r_{p}=a(1-e)$ is the instantaneous perigee, and $H_{\rho_{0}}$ is the scale height of the density model in Eq. ([01). We refer to the dynamics described in Eq. ([6)-([D]) as Formulation 1. Note that the directions of $\mathbf{H}$ and $\mathbf{e}$ are preserved because the rates of change are in the same direction as the vectors itself. This means that in Formulation 1, the RSO is spiraling into the Earth while the orbital plane is not changing orientation.

## B. Averaged drag with a rotating atmosphere

In this section, we derive the averaged drag perturbation considering a finite relative velocity between the satellite and the atmosphere $\left(\mathbf{v}_{\text {atm }} \neq 0\right)$. The averaged drag perturbation with a rotating atmosphere is written from Eq. (V), with $\mathbf{v}_{a t m}=\omega_{a} \hat{\mathbf{z}} \times \mathbf{r}$. Following the derivation in [IU3], we use the eccentric anomaly $E$ as the variable of integration to arrive at the following equations

$$
\begin{align*}
& \dot{\overline{\mathbf{H}}}_{d}=\frac{B a}{2 T} \int_{0}^{2 \pi} \sqrt{1-e^{2} \cos ^{2} E}\left(1-\omega_{a} \hat{\mathbf{z}} \cdot \frac{\mathbf{H}}{v^{2}}\right)\left[\mathbf{H}-\omega_{a} \mathbf{r} \times(\hat{\mathbf{z}} \times \mathbf{r})\right] \rho \mathrm{d} E  \tag{18}\\
& \dot{\overline{\mathbf{e}}}_{d}=\frac{B a}{2 \mu T} \int_{0}^{2 \pi} \sqrt{1-e^{2} \cos ^{2} E}\left(1-\omega_{a} \hat{\mathbf{z}} \cdot \frac{\mathbf{H}}{v^{2}}\right) \times\left(2 \mathbf{H} \times \mathbf{v}-r^{2}\left(\omega_{a} \hat{\mathbf{z}} \times \mathbf{v}\right)+\left(\omega_{a} \hat{\mathbf{z}} \cdot \mathbf{r}\right) \mathbf{H}+\left(\omega_{a} \hat{\mathbf{z}} \cdot \mathbf{H}\right) \mathbf{r}\right) \rho \mathrm{d} E . \tag{19}
\end{align*}
$$

where $T=2 \pi \sqrt{\frac{a^{3}}{\mu}}$. The evaluation of these integrals includes much derivation and requires splitting Eq. (II)) and (III) into the following four averaged equations for the rates of angular momentum and eccentricity.

$$
\begin{align*}
& \dot{\bar{H}}_{d}=-\frac{B H^{2} \rho_{p_{0}}}{2 a} \exp \left(\frac{r_{p_{0}}-a}{H_{\rho_{0}}}\right)\left[I_{0}+\frac{H_{\rho_{0}} e}{2 a\left(1-e^{2}\right)} I_{1}-\frac{2 \omega_{a} a^{2} \cos i}{H}\left[\left(1+e^{2}\right) I_{0}-2 e I_{1}\right]\right]  \tag{20}\\
& \dot{\hat{\mathbf{H}}}_{d}=\frac{B \omega_{a} a \rho_{p_{0}}}{2} \exp \left(\frac{r_{p_{0}}-a}{H_{\rho_{0}}}\right)\left[\left[\left(1+e^{2}\right) I_{0}-2 e I_{1}\right]\left(\hat{\mathbf{e}}_{\perp} \cdot \hat{\mathbf{z}}\right) \hat{\mathbf{e}}-\frac{1}{2}\left(1-e^{2}\right)\left(I_{0}-I_{2}\right)(\hat{\mathbf{e}} \cdot \hat{\mathbf{z}}) \hat{\mathbf{e}}_{\perp}\right] \times \hat{\mathbf{H}}  \tag{21}\\
& \dot{\bar{e}}_{d}=-\frac{B H \rho_{p_{0}}}{a} \exp \left(\frac{r_{p_{0}}-a}{H_{\rho_{0}}}\right)\left[\left(1-\frac{H_{\rho_{0}}\left(2-e^{2}\right)}{2 a\left(1-e^{2}\right)}\right) I_{1}+\left(1-\frac{H_{\rho_{0}}}{2 a\left(1-e^{2}\right)}\right) e I_{0}-\left(\frac{2 \omega_{a} a^{2}\left(1-e^{2}\right) \cos i}{H}\right)\left(I_{1}-e I_{0}\right)\right] \tag{22}
\end{align*}
$$

$$
\begin{equation*}
\dot{\overline{\hat{\mathbf{e}}}}_{d}=-\frac{B \omega_{a} a \rho_{p_{0}}}{2} \exp \left(\frac{r_{p_{0}}-a}{H_{\rho_{0}}}\right)\left[\frac{1}{2}\left(1-e^{2}\right)\left(I_{0}-I_{2}\right)(\hat{\mathbf{e}} \cdot \hat{\mathbf{z}}) \hat{\mathbf{e}}_{\perp}\right] \times \hat{\mathbf{H}} \tag{23}
\end{equation*}
$$

where $I_{0}, I_{1}$ and $I_{2}$ are modified Bessel functions of the first kind with argument $z=\frac{a e}{H_{\rho_{0}}}$ of orders 0,1 , and 2 respectively, and $\hat{\mathbf{e}}_{\perp}=\hat{\mathbf{H}} \times \hat{\mathbf{e}}$. The final vectorial form of the averaged rates of change of the Milankovitch elements are as follows

$$
\begin{align*}
\dot{\overline{\mathbf{H}}}_{d}= & -\frac{B H^{2} \rho_{p_{0}}}{2 a} \exp \left(\frac{r_{p_{0}}-a}{H_{\rho_{0}}}\right)\left[I_{0}+\frac{H_{\rho_{0}} e}{2 a\left(1-e^{2}\right)} I_{1}-\frac{2 \omega_{a} a^{2} \cos i}{H}\left[\left(1+e^{2}\right) I_{0}-2 e I_{1}\right]\right] \hat{\mathbf{H}} \\
& +\frac{B H \omega_{a} a \rho_{p_{0}}}{2} \exp \left(\frac{r_{p_{0}}-a}{H_{\rho_{0}}}\right)\left[\left[\left(1+e^{2}\right) I_{0}-2 e I_{1}\right]\left(\hat{\mathbf{e}}_{\perp} \cdot \hat{\mathbf{z}}\right) \hat{\mathbf{e}}-\frac{1}{2}\left(1-e^{2}\right)\left(I_{0}-I_{2}\right)(\hat{\mathbf{e}} \cdot \hat{\mathbf{z}}) \hat{\mathbf{e}}_{\perp}\right] \times \hat{\mathbf{H}}  \tag{24}\\
\dot{\mathbf{e}}_{d}= & -\frac{B H \rho_{\rho_{0}}}{a} \exp \left(\frac{r_{p_{0}}-a}{H_{\rho_{0}}}\right)\left[\left(1-\frac{H_{\rho_{0}}\left(2-e^{2}\right)}{2 a\left(1-e^{2}\right)}\right) I_{1}+\left(1-\frac{H \rho_{0}}{2 a\left(1-e^{2}\right)}\right) e I_{0}-\left(\frac{2 \omega_{a} a^{2}\left(1-e^{2}\right) \cos i}{H}\right)\left(I_{1}-e I_{0}\right)\right] \hat{\mathbf{e}} \\
& +\frac{e B \omega_{a} a \rho_{p_{0}}}{2} \exp \left(\frac{r_{p_{0}}-a}{H_{\rho_{0}}}\right)\left[\frac{1}{2}\left(1-e^{2}\right)\left(I_{0}-I_{2}\right)(\hat{\mathbf{e}} \cdot \hat{\mathbf{z}}) \hat{\mathbf{e}}_{\perp}\right] \times \hat{\mathbf{H}} \tag{25}
\end{align*}
$$

Contrary to the previous model with a still atmosphere, this formulation captures the change in the orbital plane's orientation. The change in direction of $\hat{\mathbf{H}}$ and $\hat{\mathbf{e}}$ given in Eq. (21) and (231) vanishes when the atmospheric angular velocity is zero $(\omega=0)$. We refer to the dynamics described in Eq. (24)-(25) as Formulation 2.

## IV. Averaged Equations for J2, and Luni-Solar Third-Body Perturbations

The singly averaged rates of change of $\mathbf{H}$ and $\mathbf{e}$ for $J_{2}$ and luni-solar perturbations are given below [IL2]

$$
\begin{align*}
\dot{\overline{\mathbf{H}}}= & \dot{\overline{\mathbf{H}}}_{J_{2}}+\dot{\overline{\mathbf{H}}}_{S}+\dot{\overline{\mathbf{H}}}_{M} \\
= & -\frac{3 \mu J_{2} R^{2}}{2 a^{3} h^{5}}(\hat{\mathbf{z}} \cdot \mathbf{h}) \hat{\mathbf{z}} \times \mathbf{h}+\frac{3 a^{2} \mu_{S}}{2 d_{S}^{3}}\left[5\left(\hat{\mathbf{d}}_{S} \cdot \mathbf{e}\right) \mathbf{e} \times \hat{\mathbf{d}}_{S}-\left(\hat{\mathbf{d}}_{S} \cdot \mathbf{h}\right) \mathbf{h} \times \hat{\mathbf{d}}_{S}\right] \\
& +\frac{3 a^{2} \mu_{M}}{2 d_{M}^{3}}\left[5\left(\hat{\mathbf{d}}_{M} \cdot \mathbf{e}\right) \mathbf{e} \times \hat{\mathbf{d}}_{M}-\left(\hat{\mathbf{d}}_{M} \cdot \mathbf{h}\right) \mathbf{h} \times \hat{\mathbf{d}}_{M}\right]  \tag{26}\\
\dot{\overline{\mathbf{e}}}= & {\dot{\overline{\mathbf{e}}}{ }_{J_{2}}}^{\dot{\overline{\mathbf{e}}}_{S}+\dot{\overline{\mathbf{e}}}_{M}} \\
= & -\frac{3 n \mu J_{2} R^{2}}{4 a^{2} h^{5}}\left\{\left[1-\frac{5}{h^{2}}(\hat{\mathbf{z}} \cdot \mathbf{h})^{2}\right] \mathbf{h} \times \mathbf{e}+2(\hat{\mathbf{z}} \cdot \mathbf{h}) \hat{\mathbf{z}} \times \mathbf{e}\right\} \\
& +\frac{3 \mu_{S}}{2 n d_{S}^{3}}\left[5\left(\hat{\mathbf{d}}_{S} \cdot \mathbf{e}\right) \mathbf{h} \times \hat{\mathbf{d}}_{S}-\left(\hat{\mathbf{d}}_{S} \cdot \mathbf{h}\right) \mathbf{e} \times \hat{\mathbf{d}}_{S}\right] \\
& +\frac{3 \mu_{M}}{2 n d_{M}^{3}}\left[5\left(\hat{\mathbf{d}}_{M} \cdot \mathbf{e}\right) \mathbf{h} \times \hat{\mathbf{d}}_{M}-\left(\hat{\mathbf{d}}_{M} \cdot \mathbf{h}\right) \mathbf{e} \times \hat{\mathbf{d}}_{M}\right] \tag{27}
\end{align*}
$$

where $\mathbf{d}_{S}$ and $\mathbf{d}_{M}$ are position vectors from the Earth's center to the centers of Sun and Moon respectively, and $\mathbf{h}=\mathbf{H} / \sqrt{\mu a}$.

There is one caveat to averaging worth mentioning. In averaging, it is assumed that the short-period terms removed by time-averaging cause only small oscillations which do not affect the secular variation of the elements. This will not be true in the presence of resonances [23]. Resonances occur when the period of the orbiting object is a multiple of the period of the forcing term. However, this does not apply to the problem at hand, as will be seen in the scenario that will be presented next.

## V. Comparative Analysis of Drag Model Performance

In this section, we compare the performance of the two atmospheric drag models with and without atmospheric rotation, and describe the limitations of each model. We start the section by first looking at simulated trajectories
with atmospheric drag perturbations only. This lets us isolate the effects of atmospheric rotation. Then we add the effects of $J_{2}$ and luni-solar third-body gravity, and compare the simulations to those using the non-averaged dynamics. Finally, we quantify the impact of air drag models on RSO lifetime predictions by comparing the simulations with the documented reentry of an Ariane 5 rocket body.

Studying the dynamics and decay of the orbits of spent rocket stages is a prerequisite to responsible mission design [24]. Geo-Synchronous Transfer Orbits (GTOs) are used for transferring satellites from circular low Earth orbit (LEO) to geosyncrhonous Earth orbit (GEO). For this reason, GTOs are highly eccentric orbits, often characterized by a low perigee corresponding to the circular LEO the satellite is transferring from, and a high apogee corresponding to near GEO altitude. We want to analyze the effects of atmospheric drag on the spent rocket stages left uncontrolled at GTO, after the payload has been boosted to GEO. In this preliminary analysis, we perform simulations of the averaged equations specifically for objects in GTO.

For ease of discussion we will refer to the dynamics derived with a still atmosphere in Section Il. A as Formulation 1, and those derived considering a rotating atmosphere in Section ШШ. as Formulation 2 in the legend of subsequent figures.

## A. Description of initial conditions

As a baseline for this analysis, the initial orbital elements, area-to-mass ratio (AMR), and drag coefficient were taken to be that of a typical mission profile of Ariane 5. The initial orbital elements defined at GTO injection were given in [12] and repeated below.

$$
\begin{align*}
h_{a_{0}} & =35,943 \mathrm{~km} \text { (apogee altitude) } \\
h_{p_{0}} & =250 \mathrm{~km} \text { (perigee altitude) } \\
i_{0} & =6^{\circ} \\
\Omega_{0} & =60^{\circ}  \tag{28}\\
\omega_{0} & =178^{\circ} \\
\mathrm{AMR} & =0.02 \mathrm{~m}^{2} / \mathrm{kg} \\
C_{d} & =2.2
\end{align*}
$$

The subscript ( 0 ) in Eq. (28) denotes initial values. The inclination of $6^{\circ}$ corresponds to an object launched from a low latitude site, and is a good starting point since these orbits are largely unaffected by the perturbations we will be neglecting when looking at drag only.

## B. Simulation results for drag only

Using the initial conditions in Eq. (28), the averaged dynamics for Formulation 1 and 2 were numerically integrated using MATLAB's built-in solver, ode 113 for a time span of 10 years. The following figures show the time history of the classical orbital elements for both Formulations, and for Formulation 2 when $\mathbf{v}_{\text {atm }}=0$.

The plots in Fig. $\rrbracket$ show the in-plane orbital elements $a$ and $e$ monotonically decreasing over time. This means that the orbit is shrinking (decreasing $a$ ), and getting more circular (decreasing $e$ ). The overlapping results for the thick gray line and the dashed black line, indicate that Formulation 1 is equivalent to Formulation 2 when the atmospheric velocity is set to 0 . Going back to Eq. (可), the two drag models differ only by $\mathbf{v}_{\text {atm }}$. Consider the case when $\mathbf{v}_{\text {atm }}=0$. A subtle difference between the two sets of equations lies with the approximation of the integrals. These integral approximations should be analytically equivalent, but we find that Formulation 1 is more numerically stable than Formulation 2 for certain initial conditions where the finite accuracy of numerical integration becomes dominant. This comparison of numerical stability is further discussed in Section V.E.


Fig. 2 Time history of the semi-major axis $a$ (left plot), and eccentricity $e$ (right plot) for both atmospheric drag models. The results for Formulation 1 are overlapping with the results for Formulation 2 when $\mathbf{v}_{\text {atm }}=0$.

In Fig. $\downarrow$, the lines corresponding to zero atmospheric velocity (thick gray, and black dashed lines) have a higher slope than the line corresponding to a finite $\mathbf{v}_{\text {atm }}$ (black dotted line). This result implies that for the drag-only case, neglecting atmospheric rotation causes the orbit to decay faster for this set of initial conditions. The time difference for when both orbits decay to $19,000 \mathrm{~km}$ is 1 year. We can extrapolate that lifetime prediction discrepancies would be even larger after 10 years. We can inspect this phenomena further by looking at the time histories for the out-of-plane orbital elements.


Fig. 3 Time history of inclination $i$ (left plot), argument of perigee $\omega$ (center plot), and right ascension of the ascending node $\Omega$ (right plot) for both atmospheric drag models. The results for Formulation 1 are overlapping with the results for Formulation 2 when $\mathbf{v}_{\text {atm }}=0$.

In Fig. [3, it is clear that considering atmospheric rotation changes the out-of-plane elements $i$, and $\Omega$. The secular variation of these elements are small and slow as we can see on the $y$-axis, but they will not be negligible over long time periods. These variations are due to the fact that drag is a force in the direction anti-parallel to the relative velocity between spacecraft and atmosphere. If we consider a still atmosphere, all the drag force would be in the spacecraft anti-velocity direction. If we consider a rotating atmosphere, the drag force would have out-of-orbit-plane components.

## C. Simulation results with drag, $J_{2}$, and luni-solar perturbations

Using the same initial conditions as Eq. (28), we now consider the effects of $J_{2}$, and luni-solar third-body gravity in addition to drag, and compare simulations with the non-averaged dynamics.


Fig. 4 Time history of the semi-major axis $a$ (left plot), eccentricity $e$ (center plot), and inclination $i$ (right plot) with all perturbations. The results for Formulation 1 are still overlapping with the results for Formulation 2 when $\mathbf{v}_{\text {atm }}=0$ even with all the perturbations.

Figure 4 shows the evolution of $a, e$, and $i$ for the singly averaged dynamics using Formulation 1 and 2 , and the non-averaged dynamics. The linear trend present in the previous figures is now superposed with oscillations from the added perturbations. These additional oscillations have periods corresponding to the orbits between the Earth, Sun, and Moon. Triply averaging about the periods of Earth's orbit about the Sun and Moon would remove these oscillations [12]. The results for the drag model considering atmospheric rotation (dotted black lines) is closer to the non-averaged plots (solid black lines). As expected, the results considering Formulation 1 (dashed black lines) is relatively farther from the non-averaged results. With that in mind, we proceed with just Formulation 2 for the rest of this section.


Fig. 5 Time history of the semi-major axis $a$ (left plot), and eccentricity $e$ (right plot). Each line represents the results of a simulation using the area-to-mass-ratio (AMR) indicated in the legend.

In our simulations we use a constant value for the area-to-mass ratio (AMR), while in reality the AMR could be time-varying. So, it is useful to look at a range of AMRs. The subsequent plots show the simulation results using

Formulation 2 for three different values of area-to-mass ratio. The AMR is specified as $0.02,0.01$, and $0.005 \mathrm{~m}^{2} / \mathrm{kg}$, while all other initial conditions were left unchanged. In Fig. [], we see the same decreasing trend as before for an orbit that is shrinking and getting more circular. From solid, to dashed, to dotted lines, we have decreasing values of AMR. As we expect, higher AMRs incur higher drag force, and these orbits decay faster.

The plots on Fig. 固 show the evolution of perigee altitude $h_{p}$ and apogee altitude $h_{a}$ for the three AMR values. The perigee altitude (left plot) is fluctuating around the initial value of 250 km , while the apogee altitude (right plot) is steadily decreasing. This fluctuation is caused by the drag force (which acts as a sort of $\Delta v$ in the anti-velocity direction) which is much higher at perigee, and less dominant everywhere else on the GTO. The net result is that the orbit is circularizing, and bringing the apogee closer to the focus. These plots show that a slight change in AMR can change the RSO dynamics dramatically. Therefore, comparing the simulations to real data is key to evaluating the performance of the averaged formulations.


Fig. 6 Time history of perigee altitude $h_{p}$ (left plot), and apogee altitude $h_{a}$ (right plot) for Formulation 2. Each line represents the results of a simulation using the area-to-mass-ratio (AMR) indicated in the legend.

## D. Comparison with Real Data

In this section, we use the two averaged formulations and the non-averaged dynamics to simulate the trajectory of Ariane 5 R/B (NORAD ID:37239) which launched on November 25, 2010, and reentered the atmosphere on August 15, 2014. The "true" trajectory is retrieved in the form of Two-Line Elements (TLE) from space-track.org [25]. Despite uncertainties in the TLE data, its limited accuracy is sufficient for this study [26]. The set of initial conditions used for this set of simulations are as follows:

$$
\begin{align*}
h_{a_{0}} & =35,730.611 \mathrm{~km} \text { (apogee altitude) } \\
h_{p_{0}} & =238.181 \mathrm{~km} \text { (perigee altitude) } \\
i_{0} & =1.750^{\circ}  \tag{29}\\
\Omega_{0} & =180.581^{\circ} \\
\omega_{0} & =168.584^{\circ}
\end{align*}
$$

In the previous section, we showed how a small change in AMR (and consequently the ballistic coefficient) can significantly change the predicted dynamics. In addition, the perturbations neglected in the formulation of the averaged dynamics will introduce errors when compared to the TLE data.

To address these issues, the first step in this performance analysis is determining an acceptable estimate of the ballistic coefficient. We accomplish this step by doing a sensitivity analysis on the ballistic coefficient using a highfidelity non-averaged dynamic model which includes drag, $J_{2}$, luni-solar third-body perturbations, solar radiation pressure, third body perturbations from other planets, Earth's solid tides, ocean tides, and relativity perturbations [27]. Once the ballistic coefficient is determined, we run the non-averaged dynamics with just drag, $J_{2}$, and luni-solar perturbations, consistent with the averaged formulations. This step allows us to determine the lifetime prediction discrepancy caused by neglecting other perturbations, before making observations on the error caused by the atmospheric drag models. Figure $\square$ shows the evolution of semi-major axis with different ballistic coefficients. For compactness, only the semi-major axis time history is shown here. The ballistic coefficient $B=0.0106$ yields the closest trajectory to the TLE data, and will be used in subsequent analysis.


Fig. 7 Time history of semi-major axis $a$ for varying ballistic coefficients simulated using the high-fidelity non-averaged dynamics.

Figure $\boxtimes$ compares the time history of the perigee altitude simulated using the non-averaged and averaged dynamics, against the TLE data (solid black line). The results simulated using the high-fidelity non-averaged model (light gray line) is the closest to the TLE. Reducing the non-averaged model to consider only atmospheric drag, $J_{2}$ and luni-solar perturbations already introduces a discrepancy of $\sim 1.5$ years in the reentry prediction (dark gray line). By averaging we introduce $\sim 3$ years of additional error (dotted line). Furthermore, neglecting atmospheric rotation in Formulation 2 causes another $\sim 3$ years error in reentry (dashed line). As expected, Formulation 2 which accounts for atmospheric rotation has better performance than Formulation 2 without atmospheric rotation (matches with Formulation 1). Although the results of both averaged formulations are off from the true reentry trajectory, this figure quantifies the relative performance between considering atmospheric rotation and neglecting it in the averaged dynamics. In addition, the advantage of using the averaged equations lies with times scales much larger than the one presented here. Further performance analysis using longer time scales, and considering additional perturbations in the averaged dynamics could be pursued in future work.


Fig. 8 Time history of perigee altitude $h_{p}$ for both averaged formulations, non-averaged dynamics, and highfidelity non-averaged dynamics, compared against TLE data for Ariane 5 R/B (NORAD ID: 37239). The results for Formulation 1 and Formulation 2 with $\mathbf{v}_{\text {atm }}=0$ match very closely, so only Formulation 2 with $\mathbf{v}_{\text {atm }}=0$ is shown here.

## E. Numerical stability analysis of Formulation 2: averaged drag dynamics with a rotating atmosphere

There are terms in Formulation 2 of the averaged drag perturbation [13] which can cause numerical issues. These issues arise for certain initial conditions. In the equations of motion given in Eq. (201)-(25), the density-like term $\rho_{p_{0}} \exp \left(\frac{r_{p_{0}}-a}{H_{\rho}}\right)$ can be rewritten using the relationship between perigee altitude and semi-major axis as follows:

$$
\begin{align*}
\rho_{p_{0}} \exp \left(\frac{r_{p_{0}}-a}{H_{\rho_{0}}}\right) & =\rho_{p_{0}} \exp \left(\frac{r_{p_{0}}-\left(r_{p}+a e\right)}{H_{\rho_{0}}}\right) \\
& =\rho_{p_{0}} \exp \left(\frac{r_{p_{0}}-r_{p}}{H_{\rho_{0}}}\right) \exp \left(-\frac{a e}{H_{\rho_{0}}}\right) \\
& =\rho \exp \left(-\frac{a e}{H_{\rho_{0}}}\right) \tag{30}
\end{align*}
$$

resulting in the density model given in Eq. (110) multiplied by the term $\exp \left(-\frac{a e}{H_{\rho_{0}}}\right)$, where $z=\frac{a e}{H_{\rho_{0}}}$ as defined in Section II.A. When Eq. (301) is distributed out to terms in Eq. (20) to (25), we get expressions containing the following products

$$
\begin{equation*}
\exp (-z) I_{0}(z), \quad \exp (-z) I_{1}(z), \quad \exp (-z) I_{2}(z) \tag{31}
\end{equation*}
$$

where $z$ is the argument of the Bessel function $I_{v}$ (.). Although theoretically the products in Eq. (BII) yield values between zero and one, $\exp (-z)$ and $I_{v}(z)$ respectively return the smallest and largest numbers that can be represented by double precision floating-point numbers ( $1 \mathrm{e}-308$ is numerically zero and $1 \mathrm{e}+308$ is numerically $\infty$ ). As a result, when the equations are evaluated beyond $z=700$ we get ' 0 ' times 'Inf' which is 'Not a Number'. Figure 9 plots the first term in Eq. (BII) as a function of $z$.


Fig. 9 Variation of the modified Bessel function $I_{0}$, negative exponential term, and their product are plotted on a $\log$ scale on the top plot. The product term $\exp (-z) I_{0}(z)$ is plotted on a linear scale on the bottom plot. For values beyond 700, the terms evaluated are outside the range of double-precision floating-point arithmetic.

The product terms in Eq. (Bl) vary between 1 for near circular orbits, and a very small number for highly elliptic orbits. For large arguments of $z$, we can approximate the modified Bessel functions in Eq. (Bll) with an asymptotic expansion as follows [28]

$$
\begin{equation*}
I_{\nu}(z) \sim \frac{\exp (z)}{\sqrt{2 \pi z}}\left[1-\frac{\alpha-1}{8 z}+\frac{(\alpha-1)(\alpha-3)}{2!(8 z)^{2}}-\frac{(\alpha-1)(\alpha-9)(\alpha-25)}{3!(8 z)^{3}}+\ldots\right] \tag{32}
\end{equation*}
$$

where $\alpha=4 v^{2}$. Then for large values of $z$ the terms in Eq. (B1) become

$$
\begin{equation*}
\exp (-z) I_{\nu}(z) \sim \frac{1}{\sqrt{2 \pi z}}\left[1-\frac{\alpha-1}{8 z}+\frac{(\alpha-1)(\alpha-3)}{2!(8 z)^{2}}-\frac{(\alpha-1)(\alpha-9)(\alpha-25)}{3!(8 z)^{3}}+\ldots\right] \tag{33}
\end{equation*}
$$

The expression in Eq. (33]) is free of numerical issues and can be evaluated with increasing accuracy by considering higher order terms. This approximation is used for the simulation of an example RSO in GTO. Fig. [0] shows the evolution $a$ and $e$ for Ariane 4LP upper-stage rocket body. The initial value of the orbital parameter $z$ is 801.39. At this value of $z$, the Bessel function $I_{v}(z)$, and the exponential function $\exp (-z)$ fall outside the double-precision floating-point arithmetic range of most software. Using the approximation in Eq. (331), we are able to simulate the dynamics of Formulation 2 from Section $[1 . B$ which was not possible otherwise.


Fig. 10 Time history of the semi-major axis $a$ (left plot), and eccentricity $e$ (right plot) with all perturbations for Ariane 4LP upper-stage R/B (NORAD ID:19218) with orbital parameter, $z=801.39$

## VI. Conclusions

Simulating the non-averaged equations is computationally expensive, therefore, for applications requiring long propagation intervals, it is advantageous to use the averaged equations. This paper analyzed the secular variation of the Milankovitch elements for an RSO in GTO (1) under the influence of atmospheric drag alone, and (2) under the influence of atmospheric drag with $J_{2}$ and luni-solar perturbations.

We showed the impact of considering atmospheric rotation by comparing two models, Formulation 1 which considers a still atmosphere, and Formulation 2 which considers a rotating atmosphere. Results show that the two models are equivalent when atmospheric rotation is set to zero for Formulation 2, using the given set of initial conditions, and assuming no numerical issues. Since drag is a function of relative velocity between the atmosphere and the RSO, neglecting atmospheric rotation only accounts for the in-plane components of the drag force. In contrast, Formulation 2 captures the out-of-orbit-plane drag components, thus affecting the out-of-plane elements, and changing the orientation of the orbit plane.

We showed that Formulation 2 is numerically ill-conditioned, and we proposed a numerically stable approximation as outlined in Section V.E. In addition, we showed the effect of varying AMR on lifetime predictions using Formulation 2. Finally, we evaluated the performance of the averaged formulations by comparing them to a known reentry event. Formulation 2, which accounts for a rotating atmosphere, gave results that are closer to the reference non-averaged dynamics and correspondingly to the TLE data.

## Appendix

From the classical orbital elements, we compute the Milankovitch elements, $\mathbf{H}$ and $\mathbf{e}$ through the equations below.

$$
\begin{align*}
r_{a} & =h_{a}+R \quad, \quad r_{p}=h_{p}+R \quad, \quad a=\frac{1}{2}\left(r_{a}+r_{p}\right) \quad, \quad e=1-\frac{r_{p}}{a} \quad, \quad H=\sqrt{a \mu\left(1-e^{2}\right)}  \tag{34}\\
\hat{\mathbf{H}} & =\sin \Omega \sin i \hat{\mathbf{x}}-\cos \Omega \sin i \hat{\mathbf{y}}+\cos i \hat{\mathbf{z}}  \tag{35}\\
\hat{\mathbf{e}} & =(\cos \omega \cos \Omega-\cos i \sin \omega \sin \Omega) \hat{\mathbf{x}}+(\cos \omega \sin \Omega+\cos i \sin \omega \cos \Omega) \hat{\mathbf{y}}+\sin \omega \sin i \hat{\mathbf{z}} \tag{36}
\end{align*}
$$

From these definitions, the Milankovitch elements are

$$
\begin{align*}
\mathbf{H} & =H \hat{\mathbf{H}}  \tag{37}\\
\mathbf{e} & =e \hat{\mathbf{e}} \tag{38}
\end{align*}
$$

The equations used to retrieve the classical orbital elements from the Milankovitch elements are listed below.

$$
\begin{equation*}
e=|\mathbf{e}| \quad, \quad a=\frac{H^{2}}{\mu\left(1-e^{2}\right)} \quad, \quad i=\cos ^{-1}(\hat{\mathbf{z}} \cdot \hat{\mathbf{H}}) \quad, \quad \Omega=\sin ^{-1}\left(\frac{\hat{\mathbf{x}} \cdot \hat{\mathbf{H}}}{|\hat{\mathbf{z}} \times \hat{\mathbf{H}}|}\right) \quad, \quad \omega=\cos ^{-1}\left(\frac{\mathbf{e} \cdot(\hat{\mathbf{z}} \times \hat{\mathbf{H}})}{e|\hat{\mathbf{z}} \times \hat{\mathbf{H}}|}\right) \tag{39}
\end{equation*}
$$
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