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Abstract—Monitoring localization safety will be necessary to certify the performance of robots that operate in life-critical applications, such as autonomous passenger vehicles or delivery drones. Current localization safety methods do not account for the risk of undetected sensor faults. One type of fault, misassociation, occurs when a feature extracted from a mapped landmark is associated to a non-corresponding landmark and is a common source of error in feature-based navigation applications. This paper accounts for the probability of misassociation when quantifying landmark-based mobile robot localization safety for fixed-lag smoothing estimators. We derive a mobile robot localization safety bound and evaluate it using simulations and experimental data in an urban environment. Results show that localization safety suffers when landmark density is relatively low such that there are not enough landmarks to adequately localize and when landmark density is relatively high because of the high risk of feature misassociation.

I. INTRODUCTION

There have been significant advancements in self-driving vehicles resulting in an impressive number of autonomously driven miles on public roads [1]. However, miles driven are insufficient to prove safety—strong statistical evidence of safety would require billions of miles all while assuming that the on-board algorithms and sensors have not changed during testing [2]. Simulations can help, but they might not account for intricate real-world edge-cases [3]. Instead, more rigorous, analytical approaches can and must be used used to assess autonomous vehicle performance. As such, this paper investigates the safety assessment of one subsystem in autonomous vehicles: localization. More specifically, this paper is the first to introduce the impact of misassociation faults on the localization safety of landmark-based fixed lag smoothing estimator. Misassociation event occurs when a feature extracted from a mapped landmark is associated to a non-corresponding landmark, which is a common source of failure in feature-based navigation applications.

In robotics, most pose estimation research has focused on improving the quality of batch and sequential localization and mapping [4], [5], [6], [7], [8]. Only a few papers assessed pose estimation safety, and they either utilized a particle spread or covariance envelope [9], [10], [11], which are insufficient because they do not account for measurement faults [12]. Measurement faults are unknown deterministic errors that cannot be modeled using a zero-mean Gaussian distribution. Examples include excessive Global Navigation Satellite Systems (GNSS) clock errors, misassociations among mapped objects, unmapped static objects mistaken as parts of the map, and measurements due to dynamic objects. If such faults are not detected, they might result in large pose estimate errors with hazardous consequences.

There is some prior work on identifying such faults by testing discrepancy among measurements [13], [14], [15], but such approaches do not provide any statistical proofs on the detection performance. Instead, this paper employs a more appropriate metric to assess pose estimation safety, localization integrity [16]. Specifically, integrity risk is the probability that the pose estimation error will exceed an allowable tolerance level without warning the system.

For decades, integrity risk has been the main safety metric for open-sky GNSS aviation applications [17], [18], [19]. Lately, integrity monitoring techniques have been extended to mobile robots in GNSS degraded environments. For example, [20] develops an integrity monitoring-based fault detection and isolation mechanism for fused lidar and GPS measurements with an Unscented Kalman Filter estimator. A novel approach to build protection levels on estimate error for optimization-based visual localization has been proposed by [21]. Other work has performed integrity monitoring for lidar-based Extended Kalman Filter (EKF) localization by accounting for the risk of misassociation in global nearest neighbors [22] or local nearest neighbors [23] data association techniques. Such methods have been extended to account for unmapped objects associated to mapped landmarks using a solution-separation [24] or innovation-based approach [25]. The role of Inertial Measurement Units (IMUs) in reducing misassociation risk has been studied in [26], and using integrity risk in a model predictive control framework to generate a safe trajectory has been investigated in [27].

All of the aforementioned research upper-bounds the integrity risk given a wrong association by one. To obtain a tighter bound, [28] developed an Extended Kalman Filter (EKF)-based integrity monitor that can handle measurement faults sequentially from the prior estimate to the current estimate under the worst case scenario, which has been extended in [29], [30] to account for the risk of incorrect association and to handle measurement faults sequentially within a preceding time window to improve the tightness of the bound.

These methods focused on landmark-based localization via EKFs while [31] developed a method to monitor integrity offline using fixed lag smoothing for localization and a chi-squared residual for fault detection. Unlike EKFs, where a robot’s current state is estimated using the current measurement and the prior pose estimate, fixed-lag smoothing
estimates a robot’s pose over a preceding time window by employing all measurements received within this window and the prior pose estimate at the beginning of the window. Fixed-lag smoothing is considered by many a more robust estimator against linearization errors as compared to EKFs.

Quantifying localization integrity risk via fixed lag smoothing using a solution separation fault detector has been demonstrated and compared to the chi-squared residual approach by [32]. Prior work on fixed lag smoothing-based integrity monitoring assumed that the probability of failure for each feature is known a priori, but this is not accurate. To account for its variability, this paper extends the previous work to account for the risk of misassociations in the local nearest neighbor criterion under the impact of previous and current measurement faults.

The remainder of the paper begins with background on localization via fixed-lag smoothing where measurements may be affected by unknown deterministic errors (or what is referred to as measurement faults), a point that distinguishes this work from others. Section III defines the hazardous misleading information event. The estimate error and the fault detector distributions as well as the upper-bound on the conditional in-formation event. The estimate error and the fault detector work from others. Section III defines the hazardous misleading information event. The estimate error and the fault detector distributions as well as the upper-bound on the conditional integrity risk for each fault hypothesis are derived in Section IV.

Section V presents the probability of each fault hypothesis as a function of the measurement failure probabilities and provides a practical integrity monitor. The data association failure probability for each feature extracted from range measurements is derived in Section VI. Section VII assesses the method’s performance using simulation and experimental data. Finally, conclusions and future work are presented in Section VIII.

II. FIXED-LAG SMOOTHING

This section presents the primary components of landmark-based localization via fixed-lag smoothing. First, the general non-linear optimization problem is described. Then, measurement models are expressed into a generalized form that allows us to leverage prior work in integrity monitoring for GNSS applications. Subsequently, the sensitivity of robot’s pose estimate error to measurement errors is analyzed. The local nearest neighbor data association criterion, used to associate measurements extracted from sensors (e.g. lidar or camera) with landmarks in the map, for a fixed-lag smoothing estimator is then illustrated. Last, the use of chi-squared residual metric as a means of fault detection is described.

A. Problem Formulation

Robot pose estimation using fixed-lag smoothing is accomplished by determining the robot state at each epoch within a preceding time window of size $M$ (including the current epoch) that minimizes the squared norm of the measurements’ weighted residual:

$$
\hat{x}_{k,M} = \arg\min_{x_{k,M}} \sum_{i=1}^{n_{k,M}} \left\| z_i - h_i(x_{k,M}) \right\|_{V_i}^2
$$

(1)

where $z_i \in \mathbb{R}^m$ is the $i^{th}$ measurement in the preceding time window with $n_i$ being the number of features in the $i^{th}$ measurement, $x_{k,M} = \left[x_{k,M}^1 \ldots x_{k,M}^{n_i} \right]^T$ is a vector of robot pose within the time window, such that $x_k \in \mathbb{R}^m$ refers to the state at the current time, $n_{k,M}$ is the number of measurements received within the time window, and $\|v\|^2_{V^{-1}} = v^T V^{-1} v$ is the norm squared of vector $v$ weighted by $V^{-1}$. Each of the measurements can be expressed as a non-linear function of the robot pose with additive noise and a possible fault:

$$
z_i = h_i(x_{k,M}) + v_i + f_i
$$

(2)

where $v_i \sim \mathcal{N}(0, V_i)$ is the $i^{th}$ measurement’s Gaussian white noise with $V_i$ being the associated noise covariance matrix, $h_i(\cdot)$ is the observation function of $i^{th}$ measurement, and $f_i$ is the fault in the $i^{th}$ measurement, such that $f_i$ is a vector of zeros if the $i^{th}$ measurement is non-faulted. This formulation can handle measurements that contain colored noise, by augmenting the dynamic model of the noise as an additional state [33].

Measurement faults are defined as rarely occurring unknown deterministic errors that do not obey the Gaussian white noise assumption and thus might result in a non-zero mean of the estimate error. The next subsection defines the different types of measurement models used in mobile robotics and reformulates them to match the general measurement model in (2).

B. Measurement Modeling

Absolute measurements, such as extracted features from lidar measurements or GNSS measurements, can be expressed in the form of (2). In landmark-based navigation, $h_i(\cdot)$ relates robot pose to an extracted landmark’s feature, $z_i$ represents a feature’s measurements extracted from a detected landmark, and $f_i$ is a nonzero vector only when the detected landmark’s feature measurements are faulted, e.g. associating a feature extracted from a mapped landmark to a non-corresponding landmark or associating an extracted feature from a moving or unmapped static object to a landmark in the map [23], [25]. A special case of absolute measurements that reflects the sequential impact of prior state estimate errors on the current robot pose estimate is the prior measurement, $\hat{x}_{k-M} \in \mathbb{R}^m$, which represents the prior estimate of robot pose at the last epoch in the time window (or what is referred to as pseudo measurements):

$$
\hat{x}_{k,M} = x_{k,M} + \epsilon_{k,M} + f_{k,M}
$$

(3)

where $\epsilon_{k,M} \sim \mathcal{N}(0, \Lambda_{k-M}^{-1})$ is Gaussian uncertainty in the prior robot pose estimate and $\Lambda_{k-M}$ is its information matrix.

Relative measurements, such as those that may come from accelerometers, gyroscopes, or wheel encoders, are commonly modeled as:

$$
x_{k-q+1} = g_i(x_{k-q}, u_i), \forall q \in \{1, 2, ..., M\}
$$

(4)

where $g_i(\cdot, \cdot)$ is the state evolution model of the $i^{th}$ relative measurement, $u_i$ is the $i^{th}$ relative measurement, $w_i \sim \mathcal{N}(0, W_i)$ is the Gaussian white process noise in the $i^{th}$ relative measurement with $W_i$ as the associated process noise covariance matrix (in this case, $w_i$ is the projection of the $i^{th}$ relative measurement noise on the state space). To fit the
format provided by (2), the relative measurement model in (4) is reformulated as follows:

\[
0 = x_{k+1} - x_k - g_k(x_{k-1}) + w_t + 0, \quad \forall q \in \{1, 2, ..., M\}
\]

(5)

C. Pose Estimation

This section describes the robot pose estimation process. The minimization problem in (1) can be expressed in batch form as:

\[
\hat{x}_{k,M} = \arg \min_{\hat{x}_{k,M}} \| z - h(x_{k,M}) \|^2_{V^{-1}}
\]

(6)

where \( z \in \mathbb{R}^N \) is the measurement vector, \( N = \sum_{i=1}^{N_I} n_i \) is the number of independent measurements obtained during the time window, and \( V \in \mathbb{R}^{N \times N} \) is a block matrix of measurement noise covariance matrices along its diagonal. The optimization problem is solved by recursively linearizing the measurement function, \( h(x_{k,M}) \), for example by using the Gauss-Newton method. After the optimization process converges, the observation function, \( h(x_{k,M}) \), is linearized around the best robot pose estimate \( \hat{x}^*_M \) (obtained in the last iteration of the optimization):

\[
\hat{\delta}_{k,M} = \arg \min_{\hat{\delta}_{k,M}} \| z - h(\hat{x}^*_M) - H_{k,M} \hat{\delta}_{k,M} \|^2_{V^{-1}}
\]

(7)

where \( H_{k,M} = \frac{\partial h(x_{k,M})}{\partial x_{k,M}} \) is the Jacobian of the observation function and \( \hat{\delta}_{k,M} = \hat{x}_{k,M} - \hat{x}^*_M \). By defining \( \mathbf{b}_{k,M} = V^{-\frac{1}{2}}(z - h(\hat{x}^*_M)) \) as the weighted residual vector and \( \mathbf{A}_{k,M} = V^{-\frac{1}{2}}H_{k,M} \) as the standardized measurement matrix, the pose estimate over the preceding time window, in (7), can be written using a quadratic form:

\[
\hat{\delta}_{k,M} = \arg \min_{\hat{\delta}_{k,M}} \| \mathbf{A}_{k,M} \hat{\delta}_{k,M} - \mathbf{b}_{k,M} \|^2
\]

(8)

By utilizing the sparseness of the standardized measurement matrix, the minimization problem can be solved efficiently [34], [4]. The solution of the least squares problem in (8) is:

\[
\hat{\delta}_{k,M} = \mathbf{A}^{-1}_{k,M} \mathbf{A}^T_{k,M} \mathbf{b}_{k,M}
\]

(9)

where \( \mathbf{A}_{k,M} = \mathbf{A}^T_{k,M} \mathbf{A}_{k,M} \) is the information matrix over the time window, \( \hat{\delta}_{k,M} = \hat{x}_{k,M} - \hat{x}^*_M \) is the pose estimate error, and \( \hat{x}^*_M \) is the true robot pose. The pose estimate error during the time window obtained using fixed-lag smoothing can be expressed as a function of measurement errors by substituting the definition of \( \mathbf{b}_{k,M} \), after convergence, in (9):

\[
\hat{\delta}_{k,M} = \mathbf{A}^{-1}_{k,M} \mathbf{A}^T_{k,M} \left( z - h(\hat{x}^*_M) \right) = \mathbf{A}^{-1}_{k,M} \mathbf{A}^T_{k,M} \left( v + f \right)
\]

(10)

where \( v \in \mathbb{R}^N \) is the measurement noise vector, and \( f \in \mathbb{R}^N \) is the measurement fault vector.

D. Data Association

This section describes the local nearest neighbor data association criterion for fixed lag smoothing estimator. Since this work is tailored for landmark-based localization, the role of the data association algorithm is to associate feature measurements extracted from lidars or cameras to their corresponding landmarks in the pre-obtained map.

It is worth mentioning that this work uses \( t_j \) to designate landmark indices, whereas \( l \) to designate the feature of landmark \( t_j \). In fixed lag smoothing localization, the individual residual vector, \( \mathbf{b}_{k,M}^{j_l} \), between feature \( j \) and landmark \( t_l \) is used as a measure for data association, such that feature \( j \) is correctly associated if it is associated to \( t_l = j \), which is defined as:

\[
\mathbf{b}_{k,M}^{j_l} = V^{-\frac{1}{2}}(z_j - h_l(\hat{x}_{k,M}))
\]

(11)

By expanding \( z_j \) and linearizing \( h_l(\hat{x}_{k,M}) \) around \( x_{k,M} \), the individual residual vector, \( \mathbf{b}_{k,M}^{j_l} \), would become:

\[
\mathbf{b}_{k,M}^{j_l} = V^{-\frac{1}{2}} \left( \mathbf{y}_{j,M}^l + \mathbf{v}_j - H_{k,M}^l \mathbf{\delta}_{k,M} - \mathbf{h}_l(\hat{x}_{k,M}) \right)
\]

\[
= V^{-\frac{1}{2}} \left( \mathbf{y}_{j,M}^l + \mathbf{v}_j - H_{k,M}^l \mathbf{A}_{k,M}^l \mathbf{A}^{-1}_{k,M} \mathbf{V}^{-\frac{1}{2}}(v + f) \right)
\]

(12)

where \( \mathbf{y}_{j,M}^l = \mathbf{h}_l(\hat{x}_{k,M}) - \mathbf{h}_l(x_{k,M}) \) is the relative separation between the landmark \( t_j \) (unknown) and landmark \( t_l \) (known) in the measurement space and \( \mathbf{A}_{k,M}^l = V^{-\frac{1}{2}}H_{k,M}^l \) is the standardized observation matrix of the \( l \)th landmark. As a preliminary step to describe the local nearest neighbor data association criterion for fixed lag smoothing localization, the individual residual vector’s distribution, \( \mathbf{b}_{k,M}^{j_l} \), is defined as:

\[
\mathbf{b}_{k,M}^{j_l} \sim \mathbb{N} \left( V^{-\frac{1}{2}} \mathbf{y}_{j,M}^l - \mathbf{A}_{k,M}^l \mathbf{A}_{k,M}^{-1} \mathbf{A}^T_{k,M} \mathbf{v}_j, \mathbf{R}_{k,M}^{j_l} \right)
\]

(13)

where \( \mathbb{N}(\mu, \Sigma) \) is a normal distribution with mean vector \( \mu \) and covariance matrix \( \Sigma \), and \( \mathbf{R}_{k,M}^{j_l} \) is the individual residual vector’s covariance matrix, which can be expressed as follows:

\[
\mathbf{R}_{k,M}^{j_l} = \left( \mathbf{E}_j - \mathbf{A}_{k,M}^l \mathbf{A}_{k,M}^{-1} \mathbf{A}^T_{k,M} \right)^T \left( \mathbf{E}_j - \mathbf{A}_{k,M}^l \mathbf{A}_{k,M}^{-1} \mathbf{A}^T_{k,M} \right)
\]

(14)

such that \( \mathbf{E}_j \) is the \( j \)th feature extraction matrix.

In landmark based fixed lag smoothing localization, the local nearest neighbor algorithm utilizes the individual residual vector, \( \mathbf{b}_{k,M}^{j_l} \), to associate feature measurements with the corresponding landmarks in the map recursively within each iteration of the optimization until convergence. Specifically, it associates feature \( j \) to landmark \( t_s \) if it satisfies:

\[
t_s = \arg \min_{t_l} \| \mathbf{b}_{k,M}^{j_l} \|^2_{\mathbf{R}_{k,M}^{-1}^{j_l}} \quad \text{and} \quad \| \mathbf{b}_{k,M}^{j_l} \|^2_{\mathbf{R}_{k,M}^{-1}^{j_l}} < T^0
\]

(15)

where \( T^0 \) is a predefined threshold that determines the validation region for each landmark.
E. Fault Detection

The fault detector, $q_k$, which checks whether the robot’s operation can continue, is a statistical measure of estimation’s measurement discrepancy that is used to trigger an alarm whenever it exceeds a predefined threshold, $T_k$. $q_k > T_k$. Here, the squared norm of the residual vector, or what is referred to as the chi-squared metric, is used as a fault detector:

$$q_k = \| V^{-\frac{1}{2}}(z - h(\hat{s}_{k,M})) \|^2 $$  \hspace{1cm} (16)

Accordingly, the chi-squared fault detector can be expressed as a function of measurement errors by substituting the definition of $\hat{s}_{k,M} = s_{k,M} + \hat{\delta}_{k,M}$ in (16):

$$q_k = \| V^{-\frac{1}{2}}(v + f) - A_{k,M} \hat{\delta}_{k,M} \|^2 $$  \hspace{1cm} (17)

This section introduced fixed-lag smoothing localization, the associated local nearest neighbors data association criterion, and the chi-squared based fault detection mechanism. The next will define Hazardous Misleading Information.

III. HAZARDOUS MISLEADING INFORMATION

Localization safety is quantified as integrity risk, the probability of Hazardous Misleading Information (HMI), which occurs when the state-of-interest’s estimate error, $\alpha \in \mathbb{R}^{(M+1)m}$, (e.g., lateral error) surpasses an alert limit, $l$, and the fault detector, $q_k$, does not trigger an alarm [29]:

$$HMI_k = q_k \leq T_k \cap \| \alpha^T \hat{\delta}_{k,M} \| > l $$  \hspace{1cm} (18)

where $n_H$ is the number of fault hypotheses. The probability of HMI, $P(HMI)$, is evaluated under every fault hypothesis, $H_h$, $\forall h \in \{0, ..., n_H\}$, where the fault hypothesis specifies which measurements are faulted and $H_0$ is the fault-free hypothesis.

Since the state-of-interest estimate error and fault detector are both influenced by measurement faults in the preceding time window, the set of hypotheses must account for measurement faults taking place within the time window. In robotics, fixed-lag smoothing is commonly utilized as a recursive estimator by including the prior estimate, $\hat{s}_{k,M}$ (computed by fixed-lag smoothing in the previous epoch, $\hat{s}_{k-1,M}$) as a measurement. Thus, the impact of measurement faults happening at epochs prior to the preceding time window must be considered by incorporating the possibility of having faults in the prior estimate among the set of hypotheses. In this work, the probability of having faults in the prior estimate is upper-bounded by one. Then, given a set of mutually exclusive, collectively exhaustive fault hypotheses, $\{H_0, ..., H_{n_H}\}$, the $P(HMI)$, or integrity risk, is quantified as follows:

$$P(HMI_k) = \sum_{h=0}^{n_H} P(HMI_k \mid H_h) P(H_h) $$  \hspace{1cm} (19)

where $P(HMI_k \mid H_h)$ is the current conditional integrity risk given the $h^{th}$ fault hypothesis, and $P(H_h)$ is the probability of occurrence for the $h^{th}$ hypothesis.

The following sections will upper-bound the right hand side of (19) to obtain a conservative measure of localization safety. Next, $P(HMI_k \mid H_h)$ will be quantified.

IV. INTEGRITY MONITORING

This section upper-bounds the probability of HMI for a given fault hypothesis, $P(HMI_k \mid H_h)$. To quantify the conditional integrity risk, the statistical distribution of the state-of-interest estimate error, $\alpha^T \hat{\delta}_{k,M}$, and the fault detector, $q_k$, needs to be specified. First, from (10) and relying on the Gaussian white noise assumption of $v$, the distribution of the state-of-interest estimate error, $\alpha^T \hat{\delta}_{k,M}$, is:

$$\alpha^T \hat{\delta}_{k,M} \sim \mathcal{N}(\alpha^T A_{k,M}^{-1} \alpha^T V^{-\frac{1}{2}} f, \alpha^T A_{k,M}^{-1} \alpha) $$  \hspace{1cm} (20)

where $\mathcal{N}(\mu, \Sigma)$ is a normal distribution with mean $\mu$, and covariance matrix $\Sigma$. Second, from (17), and utilizing the fact that $V^{-\frac{1}{2}}(v)$ is a vector of standard normal random variables and that $(1 - A_{k,M} A_{k,M}^{-1} A_{k,M}^T)$ is an idempotent matrix, the distribution of the fault detector, $q_k$, is:

$$q_k \sim \chi_{n_H+1+m}^2 $$  \hspace{1cm} (21)

where $\chi_{n_H+1+m}^2$ refers to a non-central chi-squared distribution with $a$ degrees of freedom and non-centrality parameter $b$. The non-centrality parameter for $q_k$ is:

$$\lambda_k = f^T V^{-\frac{1}{2}} (1 - A_{k,M} A_{k,M}^{-1} A_{k,M}^T) V^{-\frac{1}{2}} f $$  \hspace{1cm} (22)

The degrees of freedom is less than $n_{k,M}$ because the robot pose estimate, $\hat{s}_{k,M}$, is linearly dependent on the measurement vector, $z$. Moreover, given the distribution of $q_k$, the current detector’s threshold, $T_k$, can be chosen to limit the risk of false alarms, or continuity risk, to a pre-allocated value, $I_{FA}$:

$$P(q_k > T_k \mid H_0) = I_{FA} $$  \hspace{1cm} (23)

Accordingly, the fault detector’s threshold, $T_k$ is:

$$T_k = X^{-2}_{n_{k,M}+1+m} \left[ 1 - I_{FA} \right] $$  \hspace{1cm} (24)

where $X^{-2}_{n_{k,M}+1+m}[\cdot]$ is the inverse cumulative distribution function of the central chi-squared distribution with $b$ degrees of freedom.

The conditional probability of HMI given the $h_{th}$ fault hypothesis is defined as:

$$P(HMI_k \mid H_h) = P\left(q_k \leq T_k \mid H_h \right) P\left(\| \alpha^T \hat{\delta}_{k,M} \| > l \mid H_h \right) $$  \hspace{1cm} (25)

The fact that the statistical distribution of the state-of-interest estimate error, $\alpha^T \hat{\delta}_{k,M}$, and the fault detector, $q_k$, are different, makes the evaluation of their joint probability complex. Fortunately, [35] proved that for batch estimators, the chi-squared detector is statistically independent from the pose estimate error. Thus, the conditional integrity risk can be expressed as:

$$P(HMI_k \mid H_h) = P\left(q_k \leq T_k \mid H_h \right) P\left(\| \alpha^T \hat{\delta}_{k,M} \| > l \mid H_h \right) $$  \hspace{1cm} (26)

By utilizing the distributions of the fault detector, $q_k$, and the state-of-interest estimate error, $\alpha^T \hat{\delta}_{k,M}$, the conditional integrity risk, $P(HMI_k \mid H_h)$, is expanded as follows:
\( P(H_{M|H_h}) = \Phi \left[ \frac{1 - \mu^T \delta_{M|h}}{\sqrt{\alpha^T \Lambda_{M|h}^{-1} \alpha}} \right] \)

\( - \Phi \left[ \frac{-l - \mu^T \delta_{M|h}}{\sqrt{\alpha^T \Lambda_{M|h}^{-1} \alpha}} \right] X^2_{\eta_{M|h}-(M+1)m,\lambda_k} [T_k] \) \( (27) \)

where \( \Phi \) is the standard Gaussian Cumulative Distribution Function (CDF), \( X_{a,b} \) is the chi-squared CDF with \( a \) degrees of freedom and non-centrality parameter \( b \), \( \mu^T \delta_{M|h} \) is the current estimate error’s mean as defined in (20), and \( \lambda_k \) is the current detector’s non-centrality parameter defined in (22). Note that \( \mu^T \delta_{M|h} \) and \( \lambda_k \) are both influenced by measurement faults, \( f \).

Because the true measurement faults are unknown, quantifying \( P(H_{M|H_h}) \) is upper-bounded by searching for the fault vector that maximizes it (the worst-case fault vector) given the set of faulted measurements in the \( h^{th} \) hypothesis, \( H_h^* \):

\[ f_{h}^{\text{worst}} = \arg \max \Phi_{h}^{\text{mag}} \] \( (28) \)

where \( f_{h}^{\text{dir}} \) is the direction of the worst-case fault vector (unit vector), and \( f_{h}^{\text{mag}} \) is the magnitude of the worst-case fault vector (scalar). [35] showed that the worst-case fault vector’s direction, \( f_{h}^{\text{dir}} \), can be quantified in a closed form as:

\[ f_{h}^{\text{dir}} = F_h \left[ \Phi_h \left( I - A_{k,M} \Lambda_{k,M}^{-1} A_{k,M}^T \right) \right]^{-1} F_h A_{k,M} \Lambda_{k,M}^{-1} \alpha \] \( (29) \)

where \( F_h \) is the extraction matrix of the faulted measurements assumed by the \( h^{th} \) hypothesis. After substituting \( f_{h}^{\text{dir}} \) in (27), the upper-bound on \( P(H_{M|H_h}) \) is evaluated by searching for \( f_{h}^{\text{mag}} \), that maximizes (27).

\[ P(H_{M|H_h}) \leq \max_{f_{h}^{\text{mag}}} \left[ \Phi \left[ \frac{1 - \mu^T \delta_{M|h}}{\sqrt{\alpha^T \Lambda_{M|h}^{-1} \alpha}} \right] \right] \]

\[ - \Phi \left[ \frac{-l - \mu^T \delta_{M|h}}{\sqrt{\alpha^T \Lambda_{M|h}^{-1} \alpha}} \right] X^2_{\eta_{M|h}-(M+1)m,\lambda_k} [T_k] \] \( (30) \)

This section derived an upper-bound on \( P(H_{M|H_h}) \). Thus, the only remaining part to monitor integrity is to evaluate the probabilities of each fault hypotheses, \( P(H_{h}) \), which is addressed in the following section.

V. FAULT HYPOTHESIS PROBABILITIES

This section evaluates the probability of occurrence for each fault hypothesis, \( P(H_{h}) \). To do so, the individual probability of failure for each measurement, \( P_i \), needs to be quantified, which can be done either theoretically or experimentally based on the nature and quality of each measurement. The quantification of these probabilities will be illustrated later in this paper.

Given the fault probability of every measurement within the preceding time window, the probability of hypothesis \( H_h \) with the set of faulted measurements \( j = 1, \ldots, r \) is given as:

\[ P(H_{h}) = P(H_0) \prod_{j=1}^{r} \frac{P_j}{1 - P_j} \] \( (31) \)

where \( P(H_0) = \prod_{i=1}^{n_{M|H_h}} 1 - P_i \) is the probability of fault-free hypothesis [36]. Note, this work assumes that measurement faults are statistically independent, i.e. given that one of the measurements is faulted, the fault probability of others does not change.

Monitoring integrity for all possible hypotheses can be computationally infeasible, even for a few number of measurements in the time window. Accordingly, this work upper-bounds the integrity risk by limiting the hypotheses to be monitored to the ones in which the number of simultaneous measurement faults in the time window is less than or equal to a specific number, \( n_{\text{max}} \), while accounting for the risk of more than \( n_{\text{max}} \) simultaneous faults. Thus, the upper-bound on the integrity risk would become:

\[ P(H_{M|H_h}) \leq I_{\geq n_{\text{max}}} + \sum_{h=0}^{n_{\text{max}}} P(H_{M|H_h}) P(H_h) (1 - I_{\geq n_{\text{max}}}) \] \( (32) \)

where \( I_{\geq n_{\text{max}}} \) is the probability of more than \( n_{\text{max}} \) measurements to be faulted simultaneously, which can be upper-bounded as follows (see Appendix C of [36] for the proof):

\[ I_{\geq n_{\text{max}}} \leq \left( \sum_{i=1}^{n_{M|H_h}} P_i \right)^{n_{\text{max}}+1} \frac{1}{(n_{\text{max}}+1)!} \] \( (33) \)

Since this work is focused on quantifying localization safety for landmark based navigation, the next section will assess the risk of failure for measurements extracted from feature-based sensors, e.g. lidars or cameras.

VI. DATA ASSOCIATION FAILURE PROBABILITY

This section upper-bounds the failure probability of features extracted from lidar or camera measurements. There are two modes in which the features can fail. First, the Mis-Association (MA) event: a feature extracted from a mapped landmark is associated to a non-corresponding landmark in the map. Second, the Unmapped Association (UA) event: a feature corresponding to a moving or unmapped static object is associated to a landmark in the map. Thus, the probability of failure for any associated feature, \( j \), can be expressed as:

\[ P_j = P(UA_j \cup MA_j) \] \( (34) \)

Due to the fact that the unmapped association and mis-association events cannot occur simultaneously for a specific feature, equation (34) can be written as follows:

\[ P_j = P(UA_j) + P(MA_j) \] \( (35) \)

The probability of unmapped association is assumed to be a constant that can be assessed using limited experimentation.

This work focuses on quantifying the risk of mis-association for localization via fixed-lag smoothing. Based on fixed lag smoothing-based local nearest neighbors criterion illustrated
in (15), the probability of mis-association for feature \(j\) is:

\[
P(\text{MA}_j) = P \left( \bigcup_{t \neq t_j} \left[ \|b_{LM}^{t_j} \|_{R_{j,t_j}}^{-1} < T^n \right] \bigcap \left[ \|b_{LM}^{t_j} \|_{R_{j,t_j}}^{-1} \leq \|b_{LM}^{t_j} \|_{R_{j,t_j}}^{-1} \right] \right) \tag{36}
\]

Note, the landmark from which feature \(j\) is extracted is unknown, but the landmark to which feature \(j\) is associated is known, which makes the quantification of \(P(\text{MA}_j)\) easier.

By denoting the landmark that feature \(j\) is associated to as \(t_j^*\) (such that if \(t_j^* = t_j\), then feature \(j\) is not mis-associated), the risk of mis-association for feature \(j\) will be quantified by the probability of associating a non-corresponding feature to landmark \(t_j^*\):

\[
P(\text{MA}_j) \leq P \left( \bigcup_{t \neq t_j} \left[ \|b_{LM}^{t_j} \|_{R_{j,t_j}}^{-1} < T^n \right] \bigcap \left[ \|b_{LM}^{t_j} \|_{R_{j,t_j}}^{-1} \leq \|b_{LM}^{t_j} \|_{R_{j,t_j}}^{-1} \right] \right) \tag{37}
\]

where \(t^*\) refers to the feature extracted from the \(\delta^*\) associated landmark, and \(n_{LM}^k\) is the number of associated landmarks in the time window. Note that this interpretation of the probability of mis-association for feature \(j\), is an upper-bound (not exact) because it is possible for more than one feature to be associated to landmark \(t_j^*\) simultaneously (other than the \(j^*\) feature). The risk of mis-association for feature \(j\) will be further upper-bounded by assuming that the mis-association event would occur whenever a non-corresponding feature lies in the validation region of landmark \(t_j^*\) and then by replacing the union by the sum of the individual probabilities:

\[
P(\text{MA}_j) \leq P \left( \bigcup_{t \neq t_j} \left[ \|b_{LM}^{t_j} \|_{R_{j,t_j}}^{-1} < T^n \right] \bigcap \left[ \|b_{LM}^{t_j} \|_{R_{j,t_j}}^{-1} \leq \|b_{LM}^{t_j} \|_{R_{j,t_j}}^{-1} \right] \right) \tag{38}
\]

Using (12), mis-association risk will be expanded by substituting the definition of the individual residual vector, \(b_{LM}^{t_j}\).

\[
P(\text{MA}_j) \leq \sum_{t \neq t_j} P \left( \|b_{LM}^{t_j} \|_{R_{j,t_j}}^{-1} < T^n \right) \tag{39}
\]

by utilizing this inequality, \(\|a + b\| \geq \|a\| - \|b\|\):

\[
P(\text{MA}_j) \leq \sum_{t \neq t_j} P \left( \|V_{t,j}^{-\frac{1}{2}} (v + f)\|_{R_{j,t_j}}^{-1} - T^n \right) \tag{40}
\]

where \(\|V_{t,j}^{-\frac{1}{2}} (v + f)\|_{R_{j,t_j}}^{-1}\) is a measure of separation between landmark \(t_j^*\) and landmark \(t_j^*\) in the measurement space, which are known. Notice that all of the unknown terms are combined in the left hand side, whereas the known terms are lumped in the right hand side. From (13), \((E_{t,j} - A_{LM}^{-1} A_{LM}^T V^{-\frac{1}{2}} v)\) follows a Gaussian distribution with \(R_{t,j,t_j}^*\) as the covariance matrix. Thus, the risk of mis-association for feature \(j\) can be expressed as:

\[
P(\text{MA}_j) \leq \sum_{t \neq t_j} \left( 1 - X_{m,k}^2 \lambda_{k,t_j}^{-1} \right) \left( \|V_{t,j}^{-\frac{1}{2}} y_{k,M} \|_{R_{j,t_j}}^{-1} - T^n \right)^2 \tag{41}
\]

where \(m\) is the number of independent measurements in each feature and \(\lambda_{k,t_j}^{-1}\) is the non-centrality parameter, defined as:

\[
\lambda_{k,t_j}^{-1} = f^T V^{-\frac{1}{2}} A_{LM} A_{LM}^T V^{-\frac{1}{2}} R_{t,j,t_j}^{-1} A_{LM}^T A_{LM} V^{-\frac{1}{2}} f \tag{42}
\]

Note that \(\lambda_{k,t_j}^{-1}\) is a function of measurement faults and so it is the only unknown quantity in the mis-association risk bound of the \(j^*\) feature.

To address this, the non-detection event, \(q_k \leq T_k\), at the current time will be assumed to have occurred and will be utilized to upper-bound the non-centrality parameter, \(\lambda_{k,t_j}^{-1}\). This assumption is valid because the evaluation of integration risk at the current time is not needed if the detector triggers an alarm. However, since the detector’s non-centrality parameter, \(\lambda_k\), is different from \(\lambda_{k,t_j}^{-1}\), the linear proportionality factor between them, \(\Gamma_{t_j,t_j}\), is given as:

\[
\lambda_{k,t_j}^{-1} = \Gamma_{t_j,t_j}^{-1} \lambda_k \tag{43}
\]

where \(\Gamma_{t_j,t_j}\) is:

\[
\Gamma_{t_j,t_j}^{-1} = \frac{\lambda_{t_j,t_j}^{-1}}{\lambda_k} = \frac{f^T V^{-\frac{1}{2}} A_{LM} A_{LM}^T V^{-\frac{1}{2}} f}{f^T V^{-\frac{1}{2}} (I - A_{LM} A_{LM}^T V^{-\frac{1}{2}}) f} \tag{44}
\]
Since \( \left( I - A_{k,M}A_{k,M}^{-1}A_{k,M}^T \right) \) is an idempotent rank deficient matrix, the proportionality factor will be quantified for each hypothesis alone, \( \Gamma_{k,h}^{f,j_r} \), as follows:

\[
\Gamma_{k,h}^{f,j_r} = \frac{f_j - h A_{k,M}A_{k,M}^{-1}A_{k,M}^T T^{-1} f_j - h A_{k,M}A_{k,M}^{-1}A_{k,M}^T V^{-\frac{1}{2}} f_j}{f_j - h A_{k,M}A_{k,M}^{-1}A_{k,M}^T V^{-\frac{1}{2}} f_j}
\]

\[
f_j - h A_{k,M}A_{k,M}^{-1}A_{k,M}^T T^{-1} f_j - h A_{k,M}A_{k,M}^{-1}A_{k,M}^T V^{-\frac{1}{2}} f_j = \frac{f_j - h A_{k,M}A_{k,M}^{-1}A_{k,M}^T T^{-1} f_j - h A_{k,M}A_{k,M}^{-1}A_{k,M}^T V^{-\frac{1}{2}} f_j}{f_j - h A_{k,M}A_{k,M}^{-1}A_{k,M}^T V^{-\frac{1}{2}} f_j}
\]

By defining \( N_{k,h} = F_{h} \left( I - A_{k,h}A_{k,h}^{-1}A_{k,h}^T \right) F_{h}^T \), and \( f_h = N_{h}^{-\frac{1}{2}} ( f_j - h A_{k,M}A_{k,M}^{-1}A_{k,M}^T V^{-\frac{1}{2}} f_j ) \) as the vector of measurement faults in the faulted measurements of the \( h^{th} \) hypothesis, the proportionality factor for the \( h^{th} \) hypothesis can be rewritten as:

\[
\Gamma_{k,h}^{f,j_r} = \frac{f_h - N_{k,h}^{-\frac{1}{2}} A_{k,M}A_{k,M}^{-1}A_{k,M}^T T^{-1} f_h - N_{k,h}^{-\frac{1}{2}} A_{k,M}A_{k,M}^{-1}A_{k,M}^T V^{-\frac{1}{2}} f_h}{f_h - N_{k,h}^{-\frac{1}{2}} A_{k,M}A_{k,M}^{-1}A_{k,M}^T V^{-\frac{1}{2}} f_h} 
\]

\[
\beta \left( N_{k,h}^{-\frac{1}{2}} A_{k,M}A_{k,M}^{-1}A_{k,M}^T T^{-1} f_h - N_{k,h}^{-\frac{1}{2}} A_{k,M}A_{k,M}^{-1}A_{k,M}^T V^{-\frac{1}{2}} f_h \right) \]

where \( \beta ( \cdot ) \) is a function that returns the maximum eigenvalue of the input matrix.

Given the upper-bound on the proportionality factor for each hypothesis among \( h \neq h_{max} \), the upper-bounded proportionality factor, \( \Gamma_{k,h}^{f,j_r} \), will be defined as follows:

\[
\Gamma_{k,h}^{f,j_r} \leq \Gamma_{k,h}^{f,j_r} = \max_{h \neq h_{max}} \Gamma_{k,h}^{f,j_r}
\]

After bounding \( \Gamma_{k,h}^{f,j_r} \), the only unknown in the upper-bound on the non-centrality parameter, \( \lambda_k^{f,j_r} \), is the detector’s non-centrality parameter, \( \lambda_k \). [30] demonstrated that the non-detection event can be utilized to upper-bound the non-centrality parameter of any chi-squared based fault detector (using confidence intervals), such that the probability of failure for the bound is less than \( I_{NC} \):

\[
\lambda_k \leq \hat{\lambda}_k = \left( \sqrt{\Gamma} + \sqrt{\frac{N_{k,M}^{2} - (M+1)m}{m} (1 - I_{NC})} \right)^2
\]

where \( \hat{\lambda}_k \) is the upper-bound on the non-centrality parameter of the chi-squared fault detector, \( \lambda_k \), and \( P ( \hat{\lambda}_k < \lambda_k ) \leq I_{NC} \).

Using the bounds on the proportionality factor, \( \Gamma_{k,h}^{f,j_r} \), and the detector’s non-centrality parameter, \( \lambda_k \), the non-centrality parameter, \( \lambda_k^{f,j_r} \), defined in (43), will be upper-bounded as follows:

\[
\lambda_k^{f,j_r} \leq \hat{\lambda}_k = \Gamma_{k,h}^{f,j_r} \lambda_k
\]

Now, the bound on the non-centrality parameter, \( \lambda_k^{f,j_r} \), will be substituted back into the bound on the probability of mis-association for the \( j^{th} \) feature, \( P (MA_j) \), defined in (41):

\[
P (MA_j) \leq I_{NC} + P (MA_j | \lambda_k \leq \hat{\lambda}_k) (1 - I_{NC})
\]
way-points in a landmark-rich environment (see Fig. 1). Steer-
ing angle as well as linear and angular velocities comprise
the robot’s relative measurements. Absolute measurements are
composed of range and bearing to mapped landmarks. We
assume that relative measurements are fault free, and that
absolute measurements can be faulted, either from unmapped
association or mis-association events. To maintain acceptable
computational requirements, the time window is continuously
resized to include the minimum number of landmark detec-
tions above 15, which has previously been shown to be a rea-
sonable compromise between computation time and tightness
of the integrity risk bound [32]. The simulation parameters are
shown in Table I.

The simulation results have been divided into two parts.
The first simulation investigates the superiority of the pro-
posed integrity monitoring methodology over the common 3σ
covariance bound when accounting for measurement faults.
The second simulation shows the trade-off between landmark
density and localization safety.

To assess the effectiveness of the proposed method, the
landmark map has been configured so that all landmarks are
well-separated except for two, one on each side of the path
at X = 60 m (see Fig. 1). The estimate error in the state-
of-interest (lateral error) and the associated 3σ covariance
bounds versus the robot’s position in the longitudinal direc-
tion are shown in the top of Fig. 2. The middle section of Fig.
2 presents the chi-squared fault detector (blue) and the associated threshold (red) versus robot’s longitudinal position,
whereas the bottom figure shows the localization integrity risk (blue) and the predefined safety requirement (red) versus robot’s longitudinal position.

## Table I
### Simulation Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity</td>
<td>25 km/h⁻¹</td>
</tr>
<tr>
<td>Time step</td>
<td>0.1 s</td>
</tr>
<tr>
<td>Sensor range</td>
<td>25 m</td>
</tr>
<tr>
<td>Alert limit</td>
<td>1.0 m</td>
</tr>
<tr>
<td>I_{SC}</td>
<td>10⁻³</td>
</tr>
<tr>
<td>P_{UA}</td>
<td>10⁻⁹</td>
</tr>
<tr>
<td>Velocity noise</td>
<td>0.1 m/s⁻¹</td>
</tr>
<tr>
<td>Gyro noise</td>
<td>2.0 m/s⁻¹</td>
</tr>
<tr>
<td>Lidar noise</td>
<td>0.2 m</td>
</tr>
<tr>
<td>Steering angle</td>
<td>0.4°</td>
</tr>
<tr>
<td>IFA</td>
<td>10⁻⁵</td>
</tr>
<tr>
<td>FIC</td>
<td>10⁻⁷</td>
</tr>
<tr>
<td>I_{min}</td>
<td>2</td>
</tr>
</tbody>
</table>

## Table II
### Observations from the Simulation

<table>
<thead>
<tr>
<th>Landmarks Density [m⁻²]</th>
<th>Avg. time window size (epochs)</th>
<th>Avg. # of landmarks in the window</th>
</tr>
</thead>
<tbody>
<tr>
<td>1e⁻³</td>
<td>10.6</td>
<td>15.6</td>
</tr>
<tr>
<td>2.5e⁻³</td>
<td>4.9</td>
<td>17.0</td>
</tr>
<tr>
<td>6.5e⁻³</td>
<td>3.1</td>
<td>24.7</td>
</tr>
</tbody>
</table>
mis-association event. In landmark-based fixed lag smoothing localization, redundancy is influenced by the number of landmark detections in the preceding time window and the percentage of them that are close to the most recent state in the time window. Therefore, unlike the $3\sigma$ covariance bounds, the proposed integrity risk metric provides a sufficient measure of localization safety.

To study the relationship between landmark density and localization safety, three landmark maps have been generated randomly with different densities (see Fig. 3 and Table II). Note, the size of the preceding time window decreases as landmark density increases to maintain the smallest number of landmark detections in the window above 15. For each landmark density, the simulated robot navigates through the way-points in the corresponding landmark-rich environment, and the corresponding integrity risk is evaluated twice (with and without accounting for the risk of misassociation), see Fig. 4.

When landmark density is relatively low (see Fig. 3, top), the integrity risk exceeds the safety requirement due to the lack of sufficient redundancy. This results in an availability of 76%, which is the percentage of time integrity risk is below a predefined safety requirement (chosen here to be $I_{REQ} = 10^{-7}$). Moreover, the difference between the proposed integrity risk and the integrity risk that ignores the risk of misassociation is negligible due to the relatively large distance (in the measurement space) among the landmarks in the map. Last, when the integrity risk is low, the difference between the integrity risk

---

Fig. 3. Estimated robot trajectory while navigating through a set of way-points in each of the three randomly generated landmark maps ($1e^{-3}$ (top), $2.5e^{-3}$ (middle), and $6.5e^{-3}$ (bottom) landmarks/m$^2$). Blue plus-signs refer to landmarks, the yellow cross-sign is the robot’s starting location, and the red circle represents the set of way-points.

Fig. 4. The proposed integrity risk that accounts for the risk of misassociation (blue), the integrity risk that ignores the risk of misassociation (pink) and the predefined safety requirement (red) versus time for the three different landmarks densities $1e^{-3}$, $2.5e^{-3}$, $6.5e^{-3}$ landmarks/m$^2$ (top, middle, bottom). Too few landmarks (top) results in an integrity risk that peaks above the integrity requirement because a minimum number of landmarks is needed to guarantee integrity. Too many landmarks (bottom) results integrity risk that peaks above the integrity requirement because more landmarks results in a higher chance of misassociations.
with and without accounting for the misassociation probability is due to the allocated risk for the non-centrality parameter, $I_{NC}$.

Note that the integrity risk after 45 s approaches one, although the time window is continuously resized to include a minimum of 15 landmark detections. This is because, after 45 s there are no landmarks in the robot’s field of view, which results in a large increase in the size of the time window. Therefore, the proportion of landmark detections that are close to the most-recent state in the time window reduces, and accordingly the uncertainty in the state-of-interest estimate increases.

On the other hand, when the landmark density is moderate (see Fig. 3, middle), the integrity risk stays below the safety requirement along the trajectory, yielding 100% availability. This is because sufficient redundancy exists throughout the trajectory while all of the landmarks are well-separated. Similar to the low landmark density case, the difference between the proposed integrity risk and the integrity risk that ignores the risk of misassociation is negligible due to the relatively moderate distance (in the measurement space) among the landmarks.

Finally, when landmark density is relatively high (see Fig. 3, bottom), the integrity risk surpasses the safety requirement, resulting in a 69% availability. Although there is sufficient redundancy, high inter-landmark proximity results in a high risk of having undetected mis-association events that subsequently lead to large estimate errors. Unlike the low and moderate landmark density cases, the difference between the proposed integrity risk and the integrity risk that ignores the risk of misassociation is significant due to the relatively small distance (in the measurement space) among the landmarks. This example provides a clear rationale for the necessity to account for the risk of misassociation and demonstrates that in fixed-lag smoothing, high localization safety can be achieved if landmarks are both well-separated and have sufficient redundancy.

B. Experimental Results

The proposed localization safety method was tested in an urban environment (S. State Street from 31rd to 33rd St.) in Chicago, IL USA where GPS signals are denied or degraded due to dense tree coverage and tall buildings lining the street (see Fig. 6). The sensor suite mounted on a vehicle’s roof rack (see Fig. 5) consists of a STIM-300 tactical grade inertial measurement unit for relative measurements, and a 64-beam Ouster lidar for range and bearing measurements to lamp posts, columns, and tree trunks that comprise the mapped landmarks. In this experiment, GPS was not utilized because, even when it was available, multi-path errors made the measurements unsuitable.

Table III shows the parameters of the experiment. SLAM was used to build the landmark map prior to the experiments. The state vector is composed of fifteen variables: six for the position and orientation, three for the linear velocities, and six for the accelerometers and gyroscopes biases. The state-of-interest is the vehicle’s lateral position with an alert limit of 1 m. Finally, the preceding time window is continuously resized so that it includes the minimum number of landmark detections above 30.

The number of landmark detections in the preceding time window and the number of landmark detections in the current time versus the distance travelled by the vehicle are presented in Fig. 8. Note that the proportion of landmark detections that are close to the most recent state in the time window is relatively high. This is an indication for the existence of sufficient redundancy.
Localization integrity risk with and without considering the risk of misassociation versus the distance travelled by the vehicle are shown in Fig. 9. Note that the difference between the proposed integrity risk that accounts for the risk of misassociation and the integrity risk that ignores the risk of misassociation is significant in a large proportion of the trajectory, resulting in 61% availability. Although there exists sufficient redundancy, several landmarks are very close to each other, which results in high risk of undetected misassociation events that cause large estimate error in the state-of-interest. This scenario provides a strong evidence for the necessity to account for the risk of misassociation and demonstrates that in fixed-lag smoothing, high localization safety can be achieved if the mapped landmarks provide sufficient redundancy and are well-separated.

VIII. CONCLUSION AND FUTURE WORK

This paper presents a mobile robot localization safety method for landmark-based fixed-lag smoothing estimation that accounts for data association errors. The results show that the risk of misassociation has a significant impact on localization integrity risk if landmark density in the map is high, as well as that robot localization safety is high if the landmarks in the map are well-separated while having enough redundancy. The future work will focus on deriving integrity monitoring techniques for the more challenging Simultaneous Localization And Mapping (SLAM) problem. The computer code utilized to evaluate integrity is available at https://github.com/mspenko/RoboticsLab-Integrity-Evaluation.

REFERENCES


