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Abstract—In this paper, a new integrity risk evaluation 

method is developed and tested for laser and radar-based 

navigation algorithms using feature extraction (FE) and data 

association (DA).  This work is intended for safety-critical 

autonomous vehicle navigation.  FE and DA are two pre-

estimator measurement processing steps that aim at repeatedly 

and consistently identifying landmarks in the environment.  A 

major risk for safety in FE and DA is caused by incorrect 

associations (mistaking one landmark for another).  To assess this 

risk, a criterion is first introduced at FE:  it establishes the 

minimum normalized separation between landmarks ensuring 

that they can be reliably, quantifiably distinguished.   Then, an 

innovation-based DA process is designed, which provides the 

means to evaluate the probability of incorrect associations while 

considering all potential measurement permutations.  These 

algorithms are analyzed and tested, showing the impact of 

incorrect associations on safety risk. 

Keywords—data association, SLAM, navigation safety, 

integrity, autonomous vehicle  

I. INTRODUCTION 

This paper describes the design, analysis and testing of a 
new integrity risk monitoring method for laser or radar-based 
localization using feature extraction (FE) and data association 
(DA).  FE and DA are pre-estimator measurement processing 
functions.  They are implemented in many laser and radar-
based navigation applications [1-15].  The methods developed 
in this paper provide the means to quantify risks involved with 
FE and DA, which is not fully addressed in the literature.  This 
will help ensure navigation safety in life-critical applications, 
including in autonomous passenger vehicle (APV) localization. 

Google’s approach to have APVs drive millions of miles 
with minimal human intervention is currently the most 
publicized effort to demonstrate APV safety.  At this time, 
Google cars have autonomously travelled an impressive 1.5 
million miles [16].  But, the National Highway Traffic Safety 
Administration (NHTSA) reports about 3000 billion miles 
travelled each year on U.S. highways, with 30,000 deaths 
caused by traffic accidents [17, 18].  A purely experimental, 
complete proof that APVs match the level of safety of human 
driving would take about 400 years at Google’s current testing 
rate (of approximately 250,000 test miles per year).  This is 
assuming that no fatalities occur during that time, that no major 

APV upgrade is performed, and that the testing environment is 
representative of all U.S. roads.  Other methods must also be 
employed to ensure APV safety. 

As a complement to testing, this paper leverages prior 
analytical work carried out in civilian aviation.  The focus is on 
navigation system safety.  In aviation navigation, safety is 
assessed in terms of integrity.  This top-level quantifiable 
performance metric is sensor- and platform-independent, and 
can thus be used to set certifiable requirements on individual 
system components to achieve and prove an overall level of 
safety.  Integrity is a measure of trust in sensor information: 
integrity risk is the probability of undetected sensor errors 
causing unacceptably large positioning uncertainty [19].  

Several methods have been established to predict the 
integrity risk in Global Navigation Satellite Systems (GNSS)-
based aviation applications, which are instrumental in ensuring 
the safety of pilots and crew [19-22].  Unfortunately, the same 
methods do not directly apply to APVs, because ground 
vehicles operate under sky-obstructed areas where GNSS 
signals can be altered or blocked by buildings and trees.   

APVs require sensors in addition to GNSS, including laser 
scanners or radars, whose raw information must be pre-
processed before it can be used for navigation [8, 23-24].  A 
first class of algorithms establishes correlations between 
successive scans to estimate sensor changes in ‘pose’ (i.e., 
position and orientation) [25-28].  These processes can become 
inaccurate or cumbersome for APVs moving over multiple 
time epochs.  A second class of algorithms provides sensor 
localization by tracking recognizable, static features in the 
environment.  This is typically done in two steps, as illustrated 
in Fig.1: FE and DA [2,5,7,8].  The resulting information can 
then be iteratively processed using sequential estimators (e.g., 
Extended Kalman filter or EKF), which is convenient in many 
practical applications [8,23,24]. 

The problems that FE and DA are addressing are the 
following.  First, landmarks in the environment are 
unidentified, and their observations do not come with a ‘name 
tag’ like a GNSS satellite signal’s Pseudo Random Noise 
(PRN) number, for example.  Thus, FE aims at identifying the 
few most consistently identifiable, viewpoint-invariant 
landmarks in the raw sensor data.   
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Second, laser and radar provide pose estimation by 

comparing current-time observations, noted 
kẑ  in Fig. 1, to 

prior knowledge of the landmarks.  This prior knowledge 

comes either from a landmark map ( im̂ ) or from past-time 

estimation ( )(, kki xh ) in Simultaneous Localization and 

Mapping (SLAM) [23,24].  im̂  and )(, kki xh  assume an 

ordering of landmarks designated by subscript i  (there are 

many possible orderings).  DA aims at assigning landmark 

feature estimates (
kẑ ) to the corresponding feature parameters 

in the estimation process, i.e., at finding the ordering of 

landmarks, i , that matches the ordering of landmarks in 
kẑ  

over successive observations [4].  Incorrect association is a 
well-known problem that can lead to catastrophic navigation 
errors [29].  Therefore, the extracted features must not only be 
identifiable over repeated observations, but must also be 
distinguishable from one landmark to another.   

FE and DA can be challenging in the presence of sensor 
uncertainty;  it is why many sophisticated algorithms have been 
devised [1-15].  But, how can we prove whether these FE and 
DA methods are safe for life-critical APV navigation 
applications, and under what circumstances?   

These research questions are mostly unexplored.  The most 
relevant publications are found in literature on target-tracking.  
For example, in [1], the innovation-based nearest-neighbor DA 
criterion is introduced, which serves as basis in many practical 
implementations.  Reference [30] provides a detailed derivation 
of the probability of correct association given measurements.  
However, this Bayesian approach is not well suited for safety-
critical applications due to the lack of risk prediction capability, 
and to the problem of bounding the prior probability of 
association (a similar issue is encountered in [31]).  Another 
insightful approach is followed in [32].  However, it makes 
approximations that would not guarantee safe operation, and it 
presents exact solutions that could only be evaluated using 
computationally expensive numerical methods, not adequate 
for real-time navigation.  Also, the risk of FE is not addressed. 

In response, in this work, a new, computationally efficient 
integrity risk evaluation method is developed that ensures the 
safety of localization using FE and DA.   

Section II of this paper describes the main assumptions, and 
introduces the measurement model used in the rest of the paper.  
Section III presents the new integrity risk evaluation method.  
A multiple-hypotheses approach is employed to assess the 
impact of incorrect associations.  We derive an analytical 
expression of the integrity risk due to incorrect associations by 
designing landmark-separation and association-selection tests 
at the FE and DA steps, respectively. 

At the FE step, a probabilistic landmark separation measure 
is defined, and quantified for each possible landmark 
permutation.  A minimum separation criterion is derived based 
on an allocated integrity risk requirement to ensure that 
landmarks are distinguishable.  In this work, feature parameters 
can include landmark position coordinates and orientation 
angles (in a local East-North-Up navigation frame), as well as 
landmark shape, size, color, reflectivity properties, etc.   
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Fig. 1. Three Step Estimation Process for Laser or Radar-Based Navigation. 

 

At the DA step, we employ a nearest neighbor association 
criterion [1], defined by the minimum normalized norm of the 
innovation vectors over all possible landmark permutations.  
We first use an illustrative example to establish the first known 
representation of the risk of incorrect association in innovation 
space.  We then derive compact, analytical bounds on the 
probability of correct association, and on the integrity of 
navigation systems using DA and FE.   

The integrity risk monitoring method is first evaluated by 
covariance analysis and direct simulation in Section IV, for 
landmark geometries representing an vehicle driving through a 
GNSS-denied environment.  Simulation results demonstrate 
that the estimation error covariance is not an accurate measure 
of safety performance.  In contrast, the integrity risk bound 
derived in this paper does account for potential incorrect 
associations. 

Preliminary experimental testing is carried out in Section V.  
A set of data was collected in a structured environment using a 
multi-sensor system made of two two-dimensional laser 
scanners mounted back to back, and a carrier phase differential 
GPS implementation.  The experiment shows that the proposed 
method can be used with actual sensor measurements to 
evaluate the integrity risk. Concluding notes are given in 
Section VI. 

II. OVERVIEW OF THE LOCALIZATION PROCESS  

This section provides an overview of the three step vehicle 
localization process outlined in Fig. 1.  The section presents a 
measurement model and lists the main assumptions used 
throughout the paper.   

A. Assumptions 

This paper makes three main simplifying assumptions:  (a) 
all landmarks are static;  (b) sensor measurement equations can 
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be linearized;  and (c) raw measurement errors can be over-
bounded in the cumulative distribution function (CDF)-sense 
by Gaussian probability distributions [33,34].   

Throughout the paper, subscript k  designates a time-epoch.  

Let 
Ln  be the total number of visible landmarks, and Fm  the 

number of feature parameter estimated per landmark.    
 

B. Extracted Feature Parameter Measurements 

The raw laser or radar measurement equation at time k  is 

written as:   
 

 kkkk ωzηζ  )(  (1) 

 
where: 

kζ  is a vector of raw measurements, e.g., tens or 

hundreds of angular and ranging measurements for a 
laser scanner 

kz  is an 1n  vector of extracted feature parameters for 

all landmarks.  The number of feature parameters is:  

FLmnn  . 

 

Vector kω  is normally distributed with zero mean and 

covariance matrix kΩ .  We use the notation:  

 

 ),(~ 1 knk N Ω0ω   (2) 

 

where ba0  is an ba  matrix of zeros. 

Let kẑ  be an estimate of kz  derived from kζ , for example, 

using a weighted least squares estimator.  We can write:   
 

   11 )(,~ˆ  kk

T

kkkk N ΓΩΓVzz   (3) 

 

where  

k

k
k

z
z

η
Γ

ˆ


   (4) 

 

kẑ  is the extracted feature parameter measurement vector.  

 

C. Correctly-Associated Measurement Equation  

For the correct association (indicated by the subscript 0), 
the extracted feature measurement equation can be written in 

terms of the system state parameter vector kx :   

 

  kkkk vxhz  )(ˆ
,0   (5) 

 
where 

kx  is the state vector, which includes vehicle pose 

parameters, and may also include constant landmark 

feature parameters when using a SLAM-type 
approach, as will be the case in Sections IV and V.  
Let m  be the number of state parameters to be 

estimated.   kx  is an 1m  vector. 

kv  captures the impact of raw measurement noise on kẑ :   

),(~ 1 knk N V0v  ,   where kV  is defined in (3). 

 
It is worth noting that, under the correct association hypothesis, 

the mean of 
kẑ  is:   )(,0 kkk xhz  .  Therefore, equation (3) 

becomes:  
 

   kkkk N Vxhz ,)(~ˆ
,0  (6) 

 

Equation (5) can be linearized about an estimate kx  of kx :   

 

 

kkkkkk

kkkkkkkk

vxxHxh

vxhxhxhz





)()(

)()()(ˆ

,0

,0,0,0
  (7) 

 

where  

k

k

k

x
x

h
H

,0
    ,   )()()( ,0,0 kkkkkkk xhxhxxH   (8) 

 

Subscript 0 is not added to kH , which always assumes CA.  

 

D. Vehicle State Estimation Under Correct Association 

In addition, a linear model is assumed for the propagation 
of state parameters over time:  
 

  111   kkkk wxΦx   (9) 

 

The following assumption is made for the process noise 1kw :  

 

   11 ,~  kk N W0w   (10) 

 

For the system model described in (5) and (9), an EKF is 

used to estimate kx .  The state prediction vector and prediction 

error covariance matrix are respectively given by:  
 

 11
ˆ

 kkk xΦx    ,   1111
ˆ

  k

T

kkkk WΦPΦP   (11) 

 
The state estimate vector and its error covariance matrix can be 
expressed as: 

 

  kkkk ,0
ˆ γKxx     ,     kkkk PHKIP ˆ  (11) 

 
where   

k,0γ  is the 1n  innovation vector, under the correct 

association hypothesis (subscript 0):  
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  )(ˆ
,0,0 kkkk xhzγ   (12) 

 

kK  is the Kalman gain:   

 

   1

 k

T

kkk

T

kkk VHPHHPK   (13) 

 

In addition, the estimation error is defined as:  
 

 kkk xxε  ˆˆ  (14) 

 
Let us define the hazard state as the element, or linear 

combination of elements in kx , that is of primary concern for 

navigation safety.  For example, for a vehicle driving in a lane 
on a highway, the positioning error in the direction 
perpendicular to the lane is of primary concern.  The estimation 
error for the state of interest is given by:  
 

  k

T

k εα ˆˆ     (15) 

 
where 

α   is a vector of predefined coefficients, for example all 

zeros and a one for the East position coordinate when 
travelling on a North-South road. 

 

Let 2

k  be the estimation error variance for the state of 

interest, under the correct association hypothesis:  

),0(~ˆ 2

kk N  .  The challenge in this work is to evaluate the 

impact on k̂  of errors in FE and DA.  

 

III. INTEGRITY RISK EVALUATION FOR FEATURE 

EXTRATION AND DATA ASSOCIATION 

This section presents the new multiple-hypothesis integrity 
risk evaluation method for FE and DA.  The derivation starts in 
Section III.A with the definition of the DA fault model called 
incorrect association.  The integrity risk is then defined in 
Section III.B, which outlines the quantities to be derived in the 
DA and FE steps, in Section III.C and III.D, respectively.  The 
algorithm is summarized in Section III.E, where an analytical 
bound on the integrity risk accounting for the probability of 
correct association is given.   

A. The Incorrect Association Problem and the Relevance of 

the Innovation Vector  

The incorrect association (IA) differs from other fault 
modes in sensor-based navigation (such as, for example, GPS 
satellite clock faults causing ranging errors of all magnitudes) 
in that there is only a finite number of ways the DA process can 
fail.  We can exploit this characteristic in a multiple hypothesis 
approach. 

If Ln  landmarks are extracted at time k , there are )!( Ln  

potential landmark permutations, i.e., )!( Ln  ways to arrange 

the measurement equation (5), which we call )!( Ln  candidate 

associations.  (For clarity of explanation, we assume that the 
total number of mapped landmarks, or of previously observed 

landmarks when using SLAM, is also the number Ln  of 

extracted landmarks.)   

IA occurs when the ordering of measurements in kẑ  does 

not match the assumed ordering of landmarks in )(, kki xh .  

Subscript i  designates association hypotheses, for hi ,...,0 , 

where 1! Lnh .  We define 0i  the fault-free, correct 

association (CA) hypothesis, the other h  hypotheses are IA.   

DA impacts the EKF estimation process in (11) through the 

innovation vector ki ,γ  defined in (12) for the CA-case.  ki ,γ  is 

also an effective indicator of CA because it is zero mean only if 

the correct association was selected (recall that the mean of kẑ  

in equation (6) is )(,0 kk xh ).   

In all IA cases, the mean of ki ,γ  is not zero, which is 

expressed in terms of permutation matrices iA , for hi ,...,1 , 

as:  
 

  

kkkikki

kkikkikkikkk

kkikki

εHAvy

xhxhxhvxh

xhzγ

,,

,,,,0

,,

)()()()(

)(ˆ







 (16) 

 

with    kkiki ,0,, hAh   (17) 

   

  )(,0,, kkkiki xhBy     ,   0y k,0
 (18) 

 

with   kinki ,, AIB    (19) 

 

where aI  is the aa  identity matrix. 

As an illustrative example, consider the case where IA 
hypothesis ‘ 1i ’ designates the event where landmark ‘1’ is 

mistaken for landmark ‘2’.  ki ,A  and ki ,B  take the following 

forms:  
 

 



















I00

00I

0I0

A k,1    ,   























000

0II

0II

B k,1  

 
where 0  and I  are matrices of appropriate sizes (subscripts 

were dropped for conciseness).  

Equation (16) shows that an IA simultaneously affects 

multiple measurements, and that it causes a shift ki ,y  in the 

mean of ki ,γ , as well as a modification of the random errors 

from kkεH  for CA to kki εHA  for IA. 
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B. Overall Integrity Risk Equation  

The integrity risk )( kHMIP , or probability of hazardous 

misleading information (HMI), is defined as the probability of 

the estimation error k̂  exceeding a predefined limit of 

acceptability, also called alert limit   (as specified, for 

example, in [19] for aviation applications):  
 

    |ˆ|)( kk PHMIP    (20) 

 

Considering the mutually exclusive, exhaustive hypotheses 

of CA and IA, )( kHMIP  can be expressed using the law of 

total probability as:  
 

 

)()]|(1[1

)](1)[|(

)()|(

),(),()(

KKk

KKk

KKk

KkKkk

CAPCAHMIP

CAPIAHMIP

CAPCAHMIP

IAHMIPCAHMIPHMIP









  (21) 

 
where 

KCA  is the correct association hypothesis for all landmarks 

at all times 

KIA   is the union of all IA hypotheses over all landmark 

combinations, at past and current times 
 

We use the notation ‘capital letter K ’ to designate a range of 

indices: },...,0{ kK  .  In (21), )|( Kk IAHMIP  was safely 

upper-bounded by 1)|( Kk IAHMIP  because the probability 

of an IA causing HMI is high, especially when IA can have 
occurred at any current or past time.   

The remaining term )|( Kk CAHMIP  in (21) is 

straightforward to evaluate:  )|( Kk CAHMIP  is given by:  

 

  













 





















 

kk

KkKk

QQ

CAPCAHMIP









1

|ˆ|)|(

 (22) 

 

where )(Q  is the tail probability function of the standard 

normal distribution.   

The variance 2

k  is often used to evaluate laser-based 

navigation system performance (e.g., in [8]).  Equation (21) 

shows that 2

k  is an insufficient metric in safety-critical 

applications because )( KCAP  must be accounted for. 

Evaluating )( KCAP  is challenging, and is the main focus of 

most of this section. 

First, the DA process is carried out over multiple epochs, 

all of which are included in the KCA -event.  Let us evaluate at 

each time j , for kj ,...,0 , the probability of CA assuming 

that past associations were all correct:  )|( 1Jj CACAP .  

When using SLAM, we define 1)( 0 CAP  because there is no 

association with previous observations at time zero.  )( KCAP  

can then be iteratively evaluated, without having to make an 

assumption on the independence of events jCA , as:  

   





k

j

JjkK CACAPCACACAPCAP
1

110 )|(),...,,()(  (23) 

Ultimately, the safety criterion is that )( kHMIP  must meet 

a predefined integrity risk requirement kREQI , , which is set by a 

certification authority (similar to requirements set by the 
Federal Aviation Administration in [19]).  The integrity risk 
requirement may be expressed as:  
 

  kREQk IHMIP ,)(   (24) 

 

The expression of )( kHMIP  in (21) will be refined to account 

for uncertainty in FE.  
 

C. Association Candidate Validation  

To lighten notations in Sections III-C and III-D, we drop 

the time subscript k .  We also drop the conditional ‘ 1| KCA ’ 

in (23), with the understanding that probabilities of correct and 

incorrect associations at time k , )(CAP  and )(IAP , assume 

that all prior associations are correct.   

1) Data Association Criterion: The nearest neighbor 

association criterion [1] is defined by the minimum norm of 

innovation vectors iγ , weighted by the inverse innovation 

covariance matrix 1

iY , over all possible landmark 

permutations hi ,...,0 .  The association criterion is 

expressed as: 

 
1

, . . . ,0
min


 i

i
hi Y
γ   (25) 

 

where   ii

T

ii
i

γYγγ
Y

1

1




   ,   VAHPHAY  T

i

T

ii   (26) 

 

2) Example Innovation Space Representation: To illustrate 

the criterion in (25), we use the one-dimensional example 

displayed in Fig. 2.   

The problem in Fig. 2 is to estimate the position x of the 
sensor (upward pointing triangle) on a one-dimensional 
navigation reference axis R, given the positions dA, dB and dC of 
three landmarks on R (black circles), and using a set of noisy 
relative measurements z1, z2 and z3 between sensor and 
landmarks.  The challenge of DA is, in the presence of sensor 

errors, to find the ordering of landmarks },,{ CBA ddd  

corresponding the ordering of measurements },,{ 321 zzz . 
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Fig. 2. Illustrative One-Dimensional Example 

 

In this instance, the number of landmarks is 3Ln , and the 

number of possible permutations is 6)!( Ln , i.e., we consider 

six innovation vectors iγ .  Vector iγ  is zero-mean only for the 

CA 0i , which is why the association criterion in (25) selects 

the minimum norm 
1

i
i

Y
γ . 

The DA criterion is represented in innovation space in Fig. 
3.  In this example, the number of features per landmark is 

1Fm , and the innovation space is three-dimensional 

( 3 FLmnn ).  The impact of DA on the mean normalized 

innovation vectors iii yYy
2/1


 can be represented for all six 

landmark permutations, for 5,...,0i .  Vectors iy


 lay in a 

space of dimension Fmn , in this case, in a plane, and 0y


 is 

at the origin.  

In addition, in Fig. 3, 10,000 random samples of 
measurements z1, z2, z3 were simulated.  Equation (25) was 
used to distinguish correctly associated samples in blue, from 
incorrectly associated samples in red.  The probability of 
correct association )(CAP , which we are trying to determine, 

is ratio of blue samples over the total number of samples.  The 
next paragraphs provide an analytical expression for )(CAP . 

 

 

  

-4
-2

0
2

4

-4
-2

0
2

4

-4

-2

0

2

4

 


1

2

 

 3

Correct Assocition (CA)

Incorrect Association (IA)

in
co

rr
ec

t 
as

so
ci

at
io

n
s

co
rr

ec
t 

as
so

ci
at

io
n

2y


0y


1y


3y


4y


5y


(A,B,C)

(B,A,C)

(C,B,A)

(A,C,B)

(B,C,A)

(C,A,B)

 

Fig. 3. Innovation-Space Representation 

3) Probability of Correct Association:  IA occurs if, for 

any i  other than 0, the following inequality is verified: 

 

  
1

0
1 0 


YY
γγ

i
i   (27) 

 

Anticipating the fact that the correlation between iγ  and 

0γ  has to be account for, (16) is rewritten as:  

 

    rMy
ε

v
HAIyγ

T

iiiii 







  (28) 

 

where  











HA

I
M

i

i
,   










ε

v
r  (29) 

 

  























P0

0V
R0r ,~ N   (30) 

 

Substituting (28) into (27), the following inequality can be 
written:  
 

 
1

0
11 0 


YYY
rMrMy

TT

ii
ii

 (31) 

 
because it is always true that:  
 

  
111 


iii

T

ii

T

ii
YYY

rMyrMy  (32) 

 
Equation (31) is equivalent to 

  
11

0
1 0 


ii

T

i

T

i
YYY

rMrMy   (33) 

 

Let us define the 1)( mn  vector of independently, 

identically distributed random variables rRq
2/1 .  We have:  

),(~ 1)( mnmnN  I0q .  Also, let 
2

,iMAX  and 
2

0,MAX  respectively 

be the maximum eigenvalues of 
2/112/1 )( RMYMR

T

iii


 and  

2/1

0

1

00

2/1 )( RMYMR
T

.  We use an upper-bound for the right 

hand side of (33):  
 

   0,,1 MAXiMAX

T

i
i

 


qqy
Y

 (34) 

 

The Appendix shows that 12

, iMAX  and 12

0, MAX , so that 

(34) is equivalent to:    
 

  
4

2
2 iy

q    (35) 
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where  qq
Tq 2

   ,    
2

2

1


i
iiy

Y
y  (36) 

 
2q  is chi-squared distributed with mn   degrees of freedom 

(where mn   is the number of measurements n  plus the 

number of states m , i.e., the length of v  plus length of ε ).   

It follows that the probability of correct association )(CAP  

can be lower-bounded using the following inequality: 
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i




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  (37) 

 

Substituting (37) into (23) for )|( 1Jj CACAP , and the result 

into (21), provides an upper-bound on the integrity risk 

)( kHMIP . 

Equation (37) is expressed in terms of the norm squared 2

iy  

of the mean normalized innovation vectors iy


 represented in 

Fig. 3.  However, in practice, we are given one sample of iγ ,  

but we do not know the mean of its distribution.  Fortunately, 

FE provides the means to establish a lower bound on 2

iy .  

 

D. Extracted Feature Separation Criterion  

Our approach to bound )( kHMIP  leverages the FE step to 

ensure that features are distinguishable, hence easier to 
associate.  The objective is to guarantee, with quantifiable 
integrity, that there is a minimum distance between landmarks.   

At the FE step, all feature measurements are known, and 

are stacked in ẑ .  In addition, a comprehensive set of landmark 
permutations matrices can also be established, so that matrices 

iB , for hi ,...,1 , are easily obtained.  Given an IA 

hypothesis i , the following landmark ‘separation’ vector is 

defined:    
 

  ))((ˆˆ
,0 kkiii vxhBzBd     (38) 

 

  T

iiiii N VBBDyd ,~ˆ  (39) 

 

The mean of id̂  is iy  (defined in (18)), whose norm we are 

trying to evaluate.   

It is worth noting that iB  is rank deficient, with rank 

values ranging from 
Fm  to Fmn  depending on how many 

landmarks are involved in permutation i , for hi ,...,1 .   Let 

ir  be the rank of iB .  An orthogonal decomposition of the 

symmetric positive semi definite matrix iD  is expressed as:  
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iiiT
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


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





0,

0,  (40) 

 

where iS  is a diagonal matrix of non-zero singular values, and 

iU  is an orthogonal matrix: 
ir

T

iii

T

i IUUUU  .   

For each potential IA, we define the normalized separation 
metric as:  
 

  i

T

iii

T

iid dUSUd ˆˆˆ 12   (41)  

 
2ˆ
id  can be expressed as the norm squared of the 1ir  vector 

i

T

ii dUS ˆ2/1 , which follows ),( 2/1

ir
i

T

iiN IyUS
 .  Therefore, 2ˆ

id  

is non-centrally chi-square distributed with ir  degrees of 

freedom and with non-centrality parameter noted 2

id .  We use 

the notation:  
 

   i

T

iii

T

iiii drd yUSUy
1222 ,~ˆ   (42) 

 

Let 2

iT  be a FE threshold that ensures a desired separation  

between extracted landmarks given the sensor range, sensor 
errors, and if available, based on prior knowledge of the 

environment.  In future work, 2

iT  will be set to meet a 

predefined continuity risk requirement allocation, as further 
explained in Section IV.  For now, in this paper, it is 
heuristically set offline, by trial and error.  Landmarks are 
extracted if and only if:      
 

    22ˆ
ii Td   (43) 

 

The separation measure 2ˆ
id  is affected by sensor errors.  

The following derivation establishes with quantifiable 

confidence, the minimum value 2

iL  of the mean separation 2

id .  
2

iL  is defined as:  

 

 iREQFEiiii ITdLdP ,,

2222 )ˆ|(   (44) 

 

where iREQFEI ,,  is a sub-allocation of REQFEI , , which is itself a 

small portion of the overall integrity risk requirement REQI .  

REQFEI ,  is divided among h  IA hypotheses as:  
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  REQFE

h

i

iREQFE II ,

1

,, 


   e.g.,   hII REQFEiREQFE ,,,   (45) 

 

REQFEI ,  must be added to )( kHMIP  in (21).  Given that 

1)ˆ( 22  ii TdP  as captured in (43), (44) can be rewritten using 

Bayes’ theorem as:   
 

  
)ˆ(

)|ˆ()ˆ|(

222

,

22222222

iiiD

iiiiiiii

LTP

LdTdPTdLdP


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
 (46) 

 

where 222

,
ˆˆ

iiiD dd     ,    0,~ˆ 22

, iiD r   (47) 

 

Fig. 4 provides an illustration of the variables in (46) for a 

hypothetical one-degree-of-freedom id̂ -example, whose 

probability density function (PDF) can be represented as a 

Gaussian function.  We want to find the mean value iL  such 

that the probability of id̂  exceeding iT  is lower than iREQFEI ,, .  

It follows that 2

iL , for hi ,...,1 , is determined as:  

 

    iREQFE
LT

i Ir
ii

,,

2

22
0, 




  (48) 

 

2

iL  is the minimum value of the mean separation vector 

norm squared 2

id  that can be ensured with probability larger 

than iREQFEI ,,1 .  In mathematical terms, the following bound 

is ensured with pre-allocated integrity:  
 

  212
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iii

T

ii Ld  
yUSUy   (49) 

 

This result can be used in (37) to address the fact that 2

iy  is 

unknown.  2

iy , which is defined in (36), is rewritten by pre- 

and post-multiplying the weighting matrix 1

iY  by the identity 

matrix ))(( 2/12/1 T

iii

T

iii USUUSU
 :  
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Fig. 4. One-Degree-of-Freedom Representation for the Derivation of Li 
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2

iy  can be lower-bounded using the following inequality:   
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12
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T

iii

T

iiy yUSUy
  (51) 

 

where 
2

,iMIN  is the minimum eigenvalue of 

)( 2/112/1 T

iiii

T

iii USUYUSU
 .  The weighted norm squared of iy  

appearing in (51) is 2

id .  Thus, 2

iy  can be further lower-

bounded using (49) by:  
 

  
2

,

22

iMINii Ly   (52) 

 

Finally, (52) is used to establish a bound on )(CAP  in (37), 

which is now expressed in terms of known quantities as:  
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E. Summary:  Analytical Bound on Integrity Risk Accounting 

for Probability of Correct Association 

In this section, we have established an analytical bound on 
the integrity risk that accounts for the risk of incorrect 
association.  The integrity risk is expressed as:  
 

  kREQFE

k

j

JjKk

k

ICACAPCAHMIP

HMIP

,,

1

1)|()|(11

)(

 
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 (54) 

 

with     kkKk QQCAHMIP    1)|(  (55) 

 

   




 


 4min1)|( 2

,,

2

,
, . . . ,1

2

1 jiMINji
hi

jJj LqPCACAP   (56) 

 
where 

k  is an index identifying a time step 

)(Q is the tail probability function of the standard normal 

distribution 
  is the specified alert limit that defines a hazardous 

situation 

k   is the standard deviation of the estimation error for the 

vehicle state of interest 

kREQFEI ,,  is a predefined integrity risk allocation at FE, 

chosen to be a small fraction of the over integrity risk 

requirement kREQI , . 
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2

jq  is a chi-square distributed random variable with a 

number of degrees of freedom that is the sum of the 
number of measurements and of states at time step j  

2

, jiL   is defined at FE in (48), and represents the minimum 

value of the mean separation vector norm squared that 
is measured at FE at time step j . 

2

,, jiMIN  can be determined at DA, and is defined in (51) to 

account for the worst-case projection of the FE’s 
separation vector into the DA’s innovation space. 

 
The analytical integrity risk bound in (54) to (56) is 
implemented, analyzed, and tested in the next two sections. 

 

IV. COVARIANCE ANALYSIS AND DIRECT SIMULATIONS 

In this section, two example simulations first analyzed in 
[29,35] are modified to evaluate (54) to (56).  The first scenario 
is an illustrative two-dimensional, two-landmark problem.  
Covariance can be analyzed assuming flawless FE and DA.  
However, the integrity risk bound in (54) to (56) will show 
cases where the covariance does not capture aspects of safety 
risk due to incorrect associations (IA). 

A second scenario is simulated in a more realistic scenario, 
using a multi-sensor laser/GPS system onboard a vehicle 
roving across a GPS-denied area, and navigating using static 
landmarks.  This direct simulation scenario helps quantify the 

significant impact of IA on )( kHMIP , and is used to outline 

the next steps of this research, i.e., the need for a continuity risk 
evaluation method. 

A. Illustrative Two Landmark Scenario 

Fig. 5 and Fig. 7 represent a vehicle designated by an 
upward pointing triangle roving between two landmarks 
represented by black-shaded circles.  The vehicle starts at an 
initial, known position at point (0, 0) in a local East-North 
reference frame, and uses measurements from a laser or radar 
to estimate its position.  In this example, vehicle orientation is 
known (as if given by another sensor, e.g., a perfect inertial 
navigation system).  While roving along the North axis, the 
vehicle passes by two point-feature landmarks.  The actual 
landmark locations are initially unknown to the navigation 
system.  Landmark locations are simultaneously estimated with 
vehicle pose in a SLAM-like approach.  Simulation parameters 
are listed in Table 1. 

Positioning errors at consecutive sample updates are 
represented by covariance ellipses in Fig. 5 and Fig. 7, for the 
locations of the vehicle (red ellipses) and landmarks (blue 
ellipses).  These ellipses assume consistently successful FE and 
DA.  We focus on the East-West positioning error, 
perpendicular to vehicle’s straight line trajectory.  Cross-track 
errors are of primary concern for navigation safety, and the 
cross-track direction is where errors are the largest.  A cross-
track drift over distance travelled is observed, which is typical 
of SLAM [14, 36, 37]. 

1) Case of Two Distinguishable Landmarks:  In a first 

case, the actual landmark locations are at (-5, 15) and (5, 15).  

This relatively large separation makes them easy to 

distinguish, as suggested by the fact that the blue covariance 

ellipses for the left and right landmarks do not overlap. 

Fig. 6 shows the integrity risk bound labeled )( kHMIP , 

represented with a red curve, versus northward travel distance 
as the vehicles passes by the two landmarks.  The bound is 

always larger than 8

,, 10kREQFEI , which corresponds to our 

choice of an example integrity risk requirement allocation.  As 

captured in (54), this )( kHMIP -bound is loose when 

1)( KCAP  and 810)|( Kk CAHMIP  , which is the case in 

Fig. 6 for travel distances smaller than 30 m.  The )( kHMIP -

bound captures the risk involved in FE, and is a practical bound 
when trying to achieve an overall example requirement of 

7

, 10kREQI .   
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Fig. 5. Covariance Analysis for the Illustrative Two Distinguishable 

Landmark Scenario 

 

 

TABLE I.  SIMULATION PARAMETERS 

System Parameters Values 

Standard deviation on raw ranging measurement in (2) 0.02 m 

Standard deviation on raw angular measurement in (2) 0.5 deg 

Laser range Limit  20 m 

Laser data sampling interval 0.5 s 

Vehicle speed 1 m/s 

Alert limit ℓ  0.5 m 

Integrity risk allocation for FE, IFE,REQ,k 10-8 
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Fig. 6. Integrity Risk Bound for the Illustrative Two Distinguishable 

Landmark Scenario  

 

In parallel, the black curve in Fig. 6 represents the bound on 

)|( Kk CAHMIP , which is fully determined by the alert limit   

and the vehicle positioning covariance.  This curve represents a 
vehicle navigation performance metric often used to evaluate 
laser-based navigation systems [14, 36, 37].  The black curve 
converges with our integrity risk bound (red curve) for travel 
distances larger than 30 m.  In this example, the black curve 

adequately captured the safety risk, because 1)( KCAP .  But, 

the next section will show that it is not always the case.  

2) Case of Two Difficult-to-Distinguish Landmarks:  In 

this second case, the two landmark locations represented in 

Fig. 7 are at (-2, 15) and (2, 15), which makes them difficult to 

distinguish.  The blue covariance ellipses for the two 

landmarks do overlap with each other. 
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Fig. 7. Covariance Analysis for the Illustrative Two Difficult-to-Distinguish 

Landmark Scenario 
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Fig. 8. Integrity Risk Bound for the Illustrative Two Difficult-to-Distinguish 

Landmark Scenario  

 

Fig. 8 displays the )( kHMIP -bound in red, and the 

)|( Kk CAHMIP -bound in black, versus travel distance.  Both 

curves are orders of magnitude higher than in Fig. 6.  This is 
because the change in geometry between vehicle and 
landmarks provides less information on vehicle cross-track 
deviation in Fig. 7 than it did in Fig. 5.  (The estimation process 
is detailed in [35].)  This can also be seen with the red ellipses, 
which are horizontally more elongated in Fig. 7 as compared to 
Fig. 5.   

The )( kHMIP -bound shows the impact of possible 

incorrect associations on the integrity risk.  It can be noted that 
there is a substantial difference between the red and black 
curves, especially for a travel distance of 15 m where the 
vehicle is right between landmarks.  In this case, the 

covariance-based )|( Kk CAHMIP -bound is two orders of 

magnitude below the )( kHMIP -bound.  From a safety 

perspective, the covariance is a misleading navigation 
performance metric. 

 

B. Vehicle Roving Through a GPS-Denied Area 

This analysis investigates the safety performance of a 
multi-sensor GPS/laser system embedded on a vehicle roving 
through a forest.  GPS signals are blocked by the tree canopy, 
and low-elevation satellite signals do not penetrate under the 
trees.  Tree trunks are used as landmarks by the laser-based 
SLAM-type algorithm.   

The measurement vector kẑ  in (5) is augmented with GPS 

code and carrier measurements, and the state vector kx  is 

augmented to include an unknown GPS receiver clock bias and 
initially known carrier phase cycle ambiguities.  Time-
correlated GPS signals and non-linear laser data are processed 
in a unified time-differencing extended Kalman filter derived in 
[29, 35].  The simulation parameter values are listed in Table 1, 
and a standard differential GPS measurement error model is 
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used, which is described in [35].  In this scenario, GPS and 
lasers essentially relay each other with seamless transitions 
from open-sky through GPS-denied areas where landmarks 
modeled as poles with non-zero radii are visible.   

Fig. 9 illustrates the interactions between the two sensors 
while the GPS/laser-equipped vehicle roves through the GPS-
denied area.  Three successive snap-shots (a, b, and c) of a 
direct simulation are presented.  On the upper part, azimuth-
elevation plots and simulated laser scans present respectively 
the GPS satellite sky blockage within the obstruction, and the 
landmarks within range of the laser.  The simulated laser 
measurement error model includes both random uncertainty 
and large-size impulse-type ranging errors.  The result of the 
estimation process is given on the lower part.  Covariance 
ellipses represent the positioning error on the vehicle and 
landmarks.   

The mission starts with the vehicle operating in a GPS 
available area (yellow-shaded).  The many satellite signals 
available during this initialization enable accurate estimation of 
cycle ambiguities, so that the vehicle positioning uncertainty 
does not exceed a few centimeters.  In the next time-steps, as 
the vehicle crosses the GPS-and-laser available area (green-
shaded), and the laser-only area (blue-shaded), seamless 
variations in covariance are achieved.  The yellow-green-blue 
color code is used consistently in the next figures.  A detailed 
description of this simulation is given in [35].   

In this scenario, the likelihood of incorrect association is 
high.  This can be seen on the upper plot in Fig. 10.  Fig. 10 
shows the actual cross-track positioning error versus distance 
travelled significantly exceeding the corresponding one-sigma 
covariance envelope.  It indicates that sources of error impact 
positioning, which are not captured by the covariance. 

This is confirmed on the lower chart of Fig. 10, where the 

black curve showing the )|( Kk CAHMIP -bound and directly 

derived from the positioning error covariance stays below 
510 .  In contrast, the red curve showing the )( kHMIP -bound 

indicates much higher risk.  The red curve reaches a first 

plateau of kREQFEI ,,  due to the risk involved in FE when two 

landmarks are visible.  As discussed in Section IV-A-1), our 

choice of 8

,, 10kREQFEI  is conservative, but it is far below the 

overall requirement (e.g., assumed to be 7

, 10kREQI ) and 

provides a practical solution to )( kHMIP -bounding when 

using FE.   

The red )( kHMIP -bound curve then suddenly increases to 

1, at approximately 21 m of distance travelled.  This means that 
there is not enough information to guarantee that any of the 
candidate associations is correct.   
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Fig. 9. Direct Simulation of the GPS/Laser Algorithm in the GPS-Denied Area Scenario: (a)  the vehicle started in the GPS-available area (yellow-shaded) and 

enters the transitional GPS-and-laser-available area (green) where absolute landmark position is being estimated;  (b)  the vehicle is in the middle of the GPS 

obstruction are relies on laser/radar-only (blue-shaded area), so that the vehicle pose estimation error increases with travel distance;  (c)  the vehicle is back into a 

GPS available area (yellow), and the cross-track positioning drift is stopped. 
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Fig. 10. P(HMIk)-Bound for the GPS-Denied-Area Crossing Scenario (same 

color-code as in Fig. 9) 
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Fig. 11. Time-Step Preceding the Large Increase in P(HMIk)-Bound in Fig. 10 

(same color-code as in Fig. 9). 

 

Fig. 11 shows that, at the time step preceding the large 
increase in predicted integrity risk, landmark 6 is hidden behind 
landmark 5.  Before that point, it was either out of laser range, 
or hidden behind landmark 5.  It will first become visible to the 
laser at the next time step, which makes correct measurement 
association with either landmark 5 or 6 extremely challenging.  

The )( kHMIP -bound in (54) to (56) provides the means to 

quantify the impact on integrity risk of such events.  

Moreover, the method proposed in Section III allows to 

avoid such cases by increasing the FE threshold 2

iT  in (43), so 

that landmark 6 would not be extracted.   
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Fig. 12. P(HMIk)-Bound for the GPS-Denied-Area Crossing Scenario when 

Landmark 6 is not Extracted(same color-code as in Fig. 9). 

 

-30 -20 -10 0 10 20 30
0

10

20

30

40

50

60

1

2

3
4

5

7

8

Time: 23 s

East (m)

N
o

rt
h

 (
m

)

 

Fig. 13. Time-Step Preceding the Increase in P(HMIk)-Bound in Fig. 12 when 

Landmark 6 is not Extracted (same color-code as in Fig. 9). 

 

Not extracting landmark 6 reduces occurrences of incorrect 
associations, as indicated in the upper graph of Fig. 12 where 
the positioning error now fits the covariance envelope.  Risk 
reduction is also observed in the lower chart, where the 

)( kHMIP -bound does not exceed 
510
 (versus 1 in Fig. 10).  

The red curve in Fig. 12 still exhibits a sudden increase at 
about 23 m of travel distance.  This is because, as shown in Fig. 
13, landmark 2 which was temporarily hidden behind landmark 
5 will suddenly become visible again.  The resulting risk of 
incorrectly associating measurements with landmarks 2 or 5 is 

quantified as being about 
510
.   

This risk can be further reduced by increasing the FE 

threshold 2

iT  again.  But, first, this approach is heuristic, and 
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tuning 2

iT  in real time is not a practical solution.  Second, if 
2

iT  is further increased, it will become large enough that there 

will not be enough extracted measurements to provide 

continuous positioning.  Thus, we want to set 2

iT  to meet a 

predefined continuity risk requirement, as specified for 
example in aviation applications [19]. 

This section has pointed out a key tradeoff in laser-based 
navigation safety:  on the one hand, a large number of extracted 
measurements ensures continuous positioning, but on the other 
hand, it lowers navigation integrity because it increases the risk 
of incorrect associations.  Future work will investigate ways to 
quantify continuity risk, and will explore this tradeoff.  
 

V. PRELIMINARY EXPERIMENTAL TESTING 

Preliminary experimental testing of the method in Section 
III is carried out using data collected in a structured 
environment shown in Fig. 14.  Static simple-shaped landmarks 
are located at locations sparse enough to ensure successful 
outcomes for FE and DA.  Because the results presented here 
are free of incorrect associations, they describe the estimation 

process, and )( kHMIP  is expected to match )|( Kk CAHMIP .   

Measurements from carrier phase differential GPS 
(CPDGPS) as well as laser scanners are synchronized and 
recorded.  In order to obtain a full 360 deg laser scan, two 
180deg laser scanners are assembled back-to-back.  The laser 
scanners have a specified 15-80 m range limit, a 0.5 deg 
angular resolution, a 5 Hz update rate and a ranging accuracy 
of 1-5 cm (1 sigma) [38].  The GPS antenna is mounted on top 
of the front laser.  The lever-arm distance between the two 
lasers is included in the measurement model.   

 
 

AGV

Simulated tree canopy

Landmarks
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Laser Scanner
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Fig. 14. Experimental Setup of a Forest-Type Scenario, where a GPS/Laser-

Equipped Rover is driving by Six Landmarks (Cardboard Columns) in a GPS-
Denied Area.  GPS is Artificially Blocked by a Simulated Tree Canopy, and a 

Precise Differential GPS Solution is used as Truth Trajectory.   

The two lasers and the GPS antenna are mounted on rover 
also carrying the GPS receiver and data-link.  An embedded 
computer onboard the vehicle records all measurements 
including the raw GPS data from the reference station 
transmitted via wireless spread-spectrum data-link.  Truth 
vehicle trajectory and landmark locations are obtained using a 
fixed CPDGPS solution.   

In this forest-type scenario, landmarks are tree-trunks 
reproduced using five cardboard columns and one dark plastic 
garbage can.  Because there is actually no physical obstruction 
to the sky, satellite masking for the GPS/laser integration 
system is performed artificially as illustrated in Fig. 14:  an 
artificially simulated tree canopy blocks high-elevation satellite 
signals;  low-elevation GPS observations are not used either 
inside the obstruction. 

As mentioned in the first paragraph of this section, the 
landmark geometry in this experiment is such that the risk of 
incorrect association is extremely small.  This is confirmed on 
the upper chart in Fig. 15 where the actual error (thick line) fits 
the covariance envelope (thin line) throughout the test.  The 

lower graph also shows that the )( kHMIP -bound matches the 

)|( Kk CAHMIP -bound, except between 565 m and 600 m of 

travel distance where the predefined integrity risk allocation for 

FE is the dominant term in the )( kHMIP -bound. 

This test demonstrates that the method derived in this paper 
can be implemented using actual data from a multi-sensor 
GPS/laser system, and that the analytical integrity risk bound is 
tight when the risk of incorrect association is small. 
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Fig. 15. Integrity Risk Bounds Versus Travel Distance for the Preliminary 

Experimental Data Set Capturing a Forest-Type Scenario (same color-code as 
in Fig. 9).   
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VI. CONCLUSION 

This paper presents a new approach to ensure the safety of 
laser or radar-based navigation using feature extraction (FE) 
and data association (DA) by quantifying the integrity risk.  

An analytical integrity risk bound is established, which 
accounts for all possible ways FE and DA can fail.  First, at FE, 
a minimum normalized separation metric is derived, which 
guarantees, in a statistically quantifiable manner, that 
landmarks are distinguishable.  Then, at DA, an innovation-
based nearest-neighbor association criterion is employed to 
evaluate the risk of all potential incorrect associations, at each 
time step in the iterative vehicle pose estimation process.   

Performance evaluations are carried out by covariance 
analysis and direct simulation, showing that the positioning 
error covariance is a misleading safety performance metric.  
Cases are shown where the contributions of incorrect 
associations to integrity risk far surpass that of nominal errors 
accounted for in the positioning error covariance.  In addition, a 
key tradeoff in FE and DA is pointed out:  more extracted 
measurements ensure continuous positioning, but reduce 
integrity because of the increased risk of incorrect association.  
The next step of this research will aim at quantifying the 
continuity risk of FE and DA, which is an essential aspect of 
navigation safety. 

Finally, preliminary experimental testing was carried out 
using a multi-sensor GPS/laser system onboard a vehicle 
roving in a structured environment.  It showed that the integrity 
risk evaluation method can be implemented with real data.  
Future testing will be performed in a more realistic passenger 
vehicle operating environment. 

APPENDIX 

This Appendix shows that:  1, iMAX  and 10, MAX , 

where 
2

,iMAX  and 
2

0,MAX  respectively are the maximum 

eigenvalues of 
2/112/1 )( RMYMR

T

iii


 and  

2/1

0

1

00

2/1 )( RMYMR
T

.   

The following derivation shows that 
2/112/1 )( RMYMR

T

iii


, 

which is symmetric (obvious), is also idempotent for 

hi ,...,0 .  By definitions of iM  and R  in (29) and (30), the 

following equations can be written:  
 

 

2/112/1

2/1112/1

2/1112/1

2/112/12/112/1

)(

)()(

RMYMR

RMYAHPHAVYMR

RMY
AH

I

P0

0V
HAIYMR

RMYMRRMYMR

T

iii

T

ii

T

i

T

iiiii

T

iiT

i

T

i

iii

T

iii

T

iii

































 

where the last equation is obtained by definition of iY  in (26).  

The above derivation shows that 
2/112/1

RMYMR
T

iii


 is 

idempotent for hi ,...,0 . 

Thus, the eigenvalues of the rank-deficient matrix 
2/112/1 )( RMYMR

T

iii


 are ones and zeros, and the maximum 

eigenvalue 
2

,iMAX  (and 
2

0,MAX  for 0i ) is equal to one.  It 

follows that:   4)( 2

0,,  MAXiMAX  . 
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