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studies are also generally favorable, suggesting DES provides an adequate sub-
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Nomenclature

Symbol Meaning Symbol Meaining
A Cylinder aspect ratio U∞ Free stream velocity

CDES DES model constant u,v,w Velocity components
Cd Drag coefficient
Cl Lift coefficient αl

j Characteristic variables
Cpb Base pressure coefficient ∆t Time step
D Square cylinder width ∆x,∆y,∆z,∆r Grid spacings
d Distance to wall δ Boundary layer thickness
Fj Inviscid flux vector λl

j Flux Jacobian eigenvalues
lR Wake recirculation length κ Numerical dissipation parameter
M Mach number Φ j Roe dissipation vector
N Number of grid cells φl

j Element of Φ j

p Pressure θ Azimuthal coordinate
Ql

j Flux limiter θl
j ACM switch

R Axisymmetric base radius
R j Matrix of right eigenvectors Accent Meaning
Re Reynolds number l lth element
r Radial coordinate <> Time-averaged quantity
St Strouhal number ′ Fluctuation quantity
T Total simulation time, Temperature ∞ Free-stream quantity
tc Characteristic time + Near-wall viscous scaling
U j Conservative variable vector

I. Introduction

Validation of closure models for the Reynolds-averaged Navier-Stokes (RANS) equa-
tions has been an ongoing effort for several decades. Some of the more popular algebraic,
one-equation, and two-equation models have been tested on a wide variety of turbulent
flows by many different researchers (see, e.g., Kline et al.1 and Bradshaw et al.2). These
validation efforts are the key to obtaining a good description of the validity, accuracy, and
utility of the various models over a range of applications. Testing of the models by inde-
pendent workers is particularly important.

Flows involving massive separation and/or turbulent flow structure that scales with ve-
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hicle or obstacle size comprise an especially difficult class of problems for RANS mod-
els. As available computing capacity increases, computational fluid dynamics (CFD) re-
searchers and practitioners are moving towards the use of Large Eddy Simulation (LES) as
a higher fidelity alternative to RANS. LES suffers from stringent near-wall spatial resolu-
tion requirements, and so a practical alternative that seeks to leverage the best qualities of
RANS and LES is the so-called hybrid RANS/LES method. Generally speaking, a hybrid
RANS/LES model applies a RANS closure model in the attached boundary layer region
and an LES subgrid-scale model in regions of massively separated flow. The equations
of motion are usually, but not necessarily, integrated in a time-accurate way for both the
RANS and LES regions. The RANS and LES regions may be delineated using a zonal
scheme or a smooth blending parameter.

The validation of Hybrid RANS/LES models is a tricky subject. RANS models are
amenable to the usual verification/validation sequence3 : solution verification (grid refine-
ment and iterative convergence criteria) is performed to assess numerical error in the solu-
tion. Then the model error may be assessed without complication. Conventional LES tech-
niques are inherently difficult to verify and validate. Usually, the filter width is related to
the grid spacing so that, as the grid is refined, the model and therefore, the solution, are also
refined. This occurs simultaneously with numerical error reduction. The grid-refinement
limit becomes direct numerical simulation which is, of course, impracticable for most flows
of interest. Fixing the filter width and then applying grid refinement is a possible solution,
but this strategy can be expensive and difficult to apply to complex geometries.

In the present work we take a less rigorous view of the model validation process, akin
to previous efforts applied to RANS closure models. Benchmark problems are identified
that (i) have reliable experimental data sets for comparison and (ii) others have attempted
to simulate using the same or similar models but possibly different numerical techniques.
Well-documented simulation results are added to the knowledge database for these prob-
lems so that educated decisions may be made regarding application of the model to similar
problems of engineering interest.

The focus of this paper is the application of the Detached Eddy Simulation (DES) model
to the bluff body wake. DES is perhaps the most popular hybrid RANS/LES model cur-
rently in use. Initial work on this problem, including detailed studies of the effects of
numerics, grid convergence, and iterative convergence, was begun by Roy et al.4 In the
current work, two three-dimensional problems are examined: (i) the wake of a square
cylinder in low-speed flow and (ii) the wake behind an axisymmetric base in supersonic
flow.
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II. Simulation Methodology

A. Numerical Method

Most production CFD codes used for compressible flow problems are based on schemes of
second order accuracy in space, with some form of numerical dissipation incorporated for
numerical stability and to accomodate solution discontinuities. Although accurate results
for unsteady turbulent flows are possible with such schemes, the required grid size may
be prohibitively large. This is primarily due to excessive artificial diffusion of the energy-
containing turbulent eddies by the numerical scheme. Several methods for switching off
the dissipation operators in LES regions and/or regions of smooth flow have been proposed.
Here we utilize the scheme of Yee et al.,5 which is implemented simply and naturally
in a wide range of shock-capturing schemes that employ characteristic-based numerical
diffusion. This scheme uses the artificial compression method (ACM) switch of Harten,6

which senses the severity of gradients of characteristic variables, and scales the magnitude
of the numerical diffusion operating on each characteristic wave accordingly.

In this work, a structured grid, finite volume compressible flow solver, the Sandia
Advanced Code for Compressible Aerothermodynamics Research and Analysis (SAC-
CARA),7, 8 was modified to incorporate the ACM switch into the existing Symmetric TVD
(STVD) scheme of Yee.9 Following the nomenclature of Yee et al.,5 the modified scheme
is called the ACMSTVD scheme throughout the rest of this paper.

The STVD flux scheme utilizes the Roe flux, which may be written as the sum of a
centered approximation and a dissipation term,

Fj+1/2 =
Fj +Fj+1

2 +
1
2R j+1/2Φ j+1/2. (1)

R j+1/2 is the matrix of right eigenvectors of the Jacobian ∂F/∂U j+1/2, and Φ j+1/2 is the
dissipation operator acting across the face separating volumes j and j +1. The elements of
the vector Φ j+1/2 in the STVD scheme are written as

φl
j+1/2 = −|λl

j+1/2|
(

αl
j+1/2 −Ql

j+1/2

)

, (2)

where
αl

j+1/2 =
[

R−1
j+1/2

(

U j+1 −U j
)

]l
(3)

are the characteristic variables and Q is the minmod limiter,

Ql
j+1/2 = minmod

(

αl
j−1/2,α

l
j+1/2,α

l
j+3/2

)

. (4)
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The low-dissipation scheme is constructed by replacing the elements of the dissipation
vector Φ j+1/2 with modified entries of the form

φl∗
j+1/2 = κθl

j+1/2φl
j+1/2. (5)

The constant 0 ≤ κ ≤ 1 globally reduces the magnitude of the dissipative portion of the
flux. The numerical dissipation may be further reduced through the action of the ACM
switch

θl
j+1/2 =

∣

∣

∣
αl

j+1/2 −αl
j−1/2

∣

∣

∣

|αl
j+1/2|+ |αl

j−1/2|
, (6)

which serves as a flow gradient sensor. In the vicinity of a shock wave or contact discon-
tinuity, the original STVD scheme is applied (modified by the global constant κ), while in
regions of smooth flow the numerical dissipation is reduced. Coupling the strength of nu-
merical dissipation to the behavior of characteristic variables tunes the dissipation operator
to the relevant local physics. In practice, Yee et al.5 obtained non-oscillatory solutions for
problems with shock waves using 0.35 ≤ κ ≤ 0.70.

B. Detached Eddy Simulation

The DES model, proposed by Spalart and co-workers,10 is built upon the one-equation
Spalart-Allmaras (SA) RANS closure model.11 The eddy viscosity term in this model
contains a destruction term that depends upon the distance to the nearest solid wall. The
DES model applies the SA model with one simple modification: the distance to the wall
d is replaced by a length scale that is the lesser of d and a length proportional to the local
grid spacing ∆:

d = min(CDES∆,d), ∆ = max(∆x,∆y,∆z). (7)

The constant CDES is set to 0.65 based on a calibration in isotropic turbulence. The switch
(7) provides a transition from the RANS model near the solid wall to the LES region away
from the wall. In the LES region the eddy viscosity serves as a Smagorinsky-type subgrid
scale model for the action of the unresolved turbulent motions.

III. Results

A. Demonstration of the Low-Dissipation ACMSTVD Scheme

The advantages of the ACMSTVD scheme over the baseline STVD scheme are exemplified
by application of the two schemes to flow past a square cylinder at a Reynolds number ReD
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of 21,400 and free stream Mach number of 0.1. In this numerical test case the flow is
artificially restricted to two spatial dimensions in order to reduce computational cost and
allow quick turnaround for multiple calculations. The DES hybrid model described in
Section B is employed in this study. A schematic of the computational domain is shown in
Figure 1.

Figure 2(a) shows the mean centerline (y = 0) streamwise velocity in the cylinder wake
using the baseline STVD scheme compared to results obtained with the reduced-dissipation
ACMSTVD scheme. A similar comparison of the RMS streamwise velocity fluctuations
is made in Figure 2(b). Solutions using the STVD scheme were obtained on a coarse
grid (10,000 cells) and a fine grid (160,000 cells), with the fine grid solution estimated
to be nearly grid-converged based on the results for this problem given in Roy et al.4 The
ACMSTVD solutions were only obtained on the coarse grid. The parameter κ allows global
reduction of the numerical dissipation while the ACM switch only reduces the dissipation
at sharp gradients; for κ = 1.0 the amount of dissipation applied at a shock is nominally the
same as that of the baseline scheme. As κ is reduced, numerical stability is maintained and
agreement with the fine grid reference solution improves dramatically.

Table 1 shows the improvement in prediction of global flow metrics as the amount of
numerical dissipation decreases with decreasing κ. Here < Cd > is the time-averaged drag
coefficient, C′

drms
and C′

lrms
are the RMS drag and lift fluctuations, and lR is the wake recir-

culation length. Note that, for a given grid resolution, the increase in accuracy obtained by
using the ACMSTVD scheme is gained at a computational cost increase of approximately
5% over the baseline STVD scheme.

10D D
20D

14D
x

y

U∞

Figure 1. Schematic of the computational domain for the square cylinder wake simulations.
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Figure 2. (a) Mean streamwise velocity distribution and (b) RMS streamwise velocity fluctuation along
the centerline of the 2D square cylinder wake.

Grid Method < Cd > lR/D C′
drms

C′
lrms

Coarse STVD 1.57 2.43 0.02 0.10
Coarse ACMSTVD, κ = 1.00 1.58 2.00 0.06 0.36
Coarse ACMSTVD, κ = 0.70 1.73 1.62 0.21 1.00
Coarse ACMSTVD, κ = 0.35 2.20 1.05 0.45 1.29
Coarse ACMSTVD, κ = 0.20 2.28 1.12 0.52 1.33
Fine STVD 2.40 1.22 0.65 1.26

Table 1. Comparison of global quantities for the 2D square cylinder problem computed using the
STVD and ACMSTVD schemes.

B. Turbulent Wake of a Square Cylinder

The first validation case considered is the low-speed flow past a square cylinder of width D.
A cross-section of the problem geometry is pictured in Figure 1. In the three-dimensional
problem the cylinder has finite extent in the spanwise, or z, direction. The flow conditions
are chosen to match the water tunnel experiment of Lyn et al.12 The compressible flow
equations are solved with air as the medium, necessitating simulations at a finite Mach
number; we choose a nominal free-stream Mach number of 0.1, so that the flow is incom-
pressible in character throughout the domain. The viscosity is set to match the experimental
Reynolds number based on cylinder width of 21,400. The dimensions of the computational
domain are also shown in Figure 1. The spanwise extent of the domain is 4D, which has
become a somewhat standard value for numerical studies of this problem.13, 14 At the in-
flow boundary, stagnation pressure and stagnation temperature are specified to provide a
uniform oncoming flow. The span-wise boundaries are periodic, while a constant pressure
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boundary condition is applied at the outflow.
This problem was solved by many LES practitioners as part of two LES workshops.13, 14

The results were mixed and disappointing in the sense that no single simulation gave ac-
curate results for all flow quantities considered. Since then, at least two LES studies have
been performed with better results.15, 16 We compare some of the results of this work to
the LES results of Sohankar et al.,15 who used a second order centered difference scheme
along with a second order temporal scheme to simulate the incompressible square cylinder
wake at ReD = 21,000. Several subgrid models were investigated, with the best overall re-
sults obtained using a one-equation dynamic Smagorinsky model on a fine grid containing
1,013,760 cells (Case OEDSMF). We include comparisons for some global flow quantities
to one of the LES results reported by Fureby et al.16 The particular case selected for com-
parison is a constant-coefficient Smagorinsky LES performed on a 518,400 cell mesh and
an extended domain spanning eight cylinder diameters in the spanwise direction. Finally,
we make some comparisons to the results of Schmidt and Thiele,17 who also used the DES
model to simulate the square cylinder wake. The grids in their study were purposefully
coarse in order to test the limits of the method. Here we compare only to their finest grid
case, which used about 640,000 grid cells (Case DES-A).

There are three classes of quantities that may be used to compare simulation results
with the experimental data. The first set is comprised of global quantities, including the
time-averaged drag on the cylinder, the Strouhal number of the dominant shedding mode,
the recirculation length, and the RMS lift and drag fluctuations. It is not easy to predict
all of the global quantities well, although the more recent LES studies do this reasonably
well. The second set of data for comparison is the mean flow, particularly in the near
wake region. Lastly, for a sufficiently resolved flow, one may compare the components
of the Reynolds stresses. In this paper the notation for decribing the time-averaged and
fluctuating decomposition of a signal is u = < u > + u′. The terminology “mean” and
“time-averaged” are also used interchangeably.

The simulation parameters for the present square cylinder wake calculations are given
in Table 2. Nxy is the number of grid cells in an x− y plane, while Nz is the number of cells
in the spanwise direction. ∆ymin is the cross-stream grid spacing at x = 0, y/D =±0.5, and
∆ycl is the spacing at x = 0, y = 0. An x−y slice through the near-field region of the medium
grid is shown in Figure 3. The RANS region extended from four to twelve grid cells from
the cylinder on each grid. The square cylinder flow separates at the forward corners, so that
there are no attached turbulent boundary layers present. Thus, this problem is a test of the
LES capabilities of DES and the ability of DES to properly generate eddy viscosity in the
initial shear layers so that the proper downstream wake dynamics are captured.
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Grid Nxy Nz N ∆ymin/D ∆ycl/D ∆t/tc T/tc
Coarse 9,800 32 313,600 0.0105 0.095 0.0032 256

Medium 39,200 64 2,508,000 5.05×10−3 0.048 0.0032 243.2
Fine 88,200 96 8,467,200 3.4×10−3 0.032 0.0032 253.1

Table 2. Simulation parameters for the square cylinder simulations.

All three simulations were computed using the ACMSTVD scheme with κ = 0.35. The
time step and the number of subiterations per time step were chosen based on the results
of a temporal convergence study performed by Roy et al.4 on the two-dimensional version
of this flow. The number of subiterations per time step was set to ten, enough to reduce
the momentum residual magnitude by 2.5 to 3.5 orders of magnitude per time step. The
simulations were run for a total time of T seconds; the simulation times are normalized by
the characteristic flow time tc = D/U∞ in the table. One vortex shedding period corresponds
to approximately 7.7 characteristic flow times. Flow variable sampling was initiated after
a transient period of about 32 characteristic times and samples were taken every ten time
steps, such that the sampling resolved frequencies up to about 200 times that of the vortex
shedding frequency. Data were sampled along the wake centerline at y = z = 0 and at two
downstream locations, x/D = 1 and x/D = 5. The data were not spanwise-averaged, but
the sampling times were long enough to provide statistically converged quantities.

x/D

y/
D

-1 -0.5 0 0.5 1 1.5 2-1

-0.5

0

0.5

1

Figure 3. Near field of a constant-z surface of the medium grid.

The lift and drag histories were also recorded for each simulation. Figure 4(a) shows
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Figure 4. (a) Uncorrected instantaneous drag and mean drag convergence history for the (a) coarse
grid and (b) fine grid square cylinder simulations.

the time history of the drag coefficient for the coarse grid solution, along with the run-
ning averagea beginning at t/tc = 31.4. A measure of the degree of statistical convergence
is given by the maximum deviation of the drag coefficient running average from its final
value over the final 50 characteristic times. The deviations were 0.22%, 0.40%, and 0.64%
for the coarse, medium, and fine grids, respectively. The drag histories for the fine and
medium grids are show in Figures 4(b) and 5(a). The fine grid drag history is distinct in
that it contains a somewhat regular low-frequency component mostly absent in the other
two results. It is not clear whether this solution behavior is physical or an artifact of the sim-
ulation. The most likely cause of artificial low-frequency forcing is interaction of the flow
with the boundary conditions. At the downstream boundary, vortices convecting out of the
domain become stronger and better resolved as the grid is refined, increasing the chances
of spurious interaction with the outflow boundary condition. Unfortunately, the high cost
of the fine grid simulations precludes us from studying the effect of up- and down-stream
boundary placement. As will be shown, the fine grid results are mostly superior to the re-
sults on the other grids, with the exception of RMS drag fluctuation and an overprediction
of streamwise velocity fluctuation in the near-wake.

Demonstration of statistical convergence is further illustrated in Figure 5(b), which
shows time-averaged centerline velocity distributions in the near wake region for several
different sampling periods on the medium grid. This result shows that the wake velocity
distribution is sufficiently converged by 210 characteristic flow times. Similar results are
observed for simulations on the other two grids.

After the simulations were run, it was discovered that the character of the prescribed in-
flow was different than the intended result. The source of the discrepancy was the fact that

aThe running average is the average of the first i samples, computed for i = 1,2, . . . ,Nsamples
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Figure 5. (a) Mean drag convergence history for the medium grid square cylinder simulation. (b)
Convergence of time-averaged, near-wake, streamwise velocity profile along the centerline as the sim-
ulation length increases (medium grid result).

the inflow boundary condition was prescribed as a constant stagnation pressure and stagna-
tion temperature condition. The static pressure perturbation caused by the presence of the
cylinder extended upstream to the inflow boundary, resulting in an elevated pressure and
diminished free stream velocity. The uniformity of the inflow velocity was not substantially
altered. However, the free stream velocity is an important normalization parameter for the
quantities of interest and must be known accurately. The following procedure ensured a
good estimate of the true free-stream velocity. The flow was assumed to be incompress-
ible, resulting in negligible density changes. The mean mass flux across a plane at x = 1
and at x = 5 was computed. The mean of the area-averaged mass flux divided by the density
at the two planes was taken to be the free-stream velocity value. The free-stream velocities
derived in this manner at the two planes differed by less than 0.5% in each case considered.
This is similar to the method carried out by Lyn et al.12 to determine the oncoming velocity
in the experiments.

A further consideration for comparing simulation results to experiments is the effect of
blockage. This issue is discussed in some detail in Sohankar et al.15 Here, we utilize the
bluff body blockage corrections of Maskell18 for mean drag coefficient, RMS lift coefficient
and RMS drag coefficient fluctuations. The Strouhal number is corrected according to the
method described in Sohankar et al.15 The blockage corrections allow comparison of global
quantities across experiments with different tunnel configurations. Blockage corrections
for the present DES simulations were roughly 11% for the force coefficents and 4% for the
Strouhal number. The corrections resulted in a decrease in the force coefficients and in the
Strouhal number for all the simulations. Note that not all the experiments reported enough
information to apply the correction; these are noted as “uncorrected” in the table of results
to follow.
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The predictions for global quantities are compared to the selected LES simulations and
to experimental values in Table 3. Table 4 gives the percent error of the DES simulation
predictions relative to the average of the available experimental results. The Strouhal num-
ber is well-predicted by the fine grid DES and by the LES simulations, while the coarser
DES simulations give a slight underprediction. Note that with application of the blockage
correction, the DES results of Schmidt and Thiele and the LES results of Fureby would
also likely underpredict the Strouhal number. Mean drag coefficient is well predicted by all
simulations with the exception of the DES-A calculation; application of a blockage correc-
tion would likely improve that particular result. Recirculation length prediction improves
dramatically with grid refinement, with the fine grid result within 3% of the experimental
value.

The present DES predictions of RMS drag coefficient fluctuation increase with im-
proving resolution, exhibiting worsening agreement with the single experimental value. It
is assumed here that the RMS lift and drag fluctuations are relatively insensitive to the
Reynolds number.15 Note that the reported experimental RMS drag coefficient is a sec-
tional value, measured at a single spanwise location. In the simulations the forces are
computed over the entire cylinder, i.e. integrated along the span. The RMS drag fluctuation
on the entire cylinder is somewhat less than the sectional drag due to imperfect correlation
of the sectional drag signals; Sohankar et al.15 reported a ratio of about 0.7. The sec-
tional RMS drag fluctuation is, therefore, overpredicted by as much as 100% by the fine
grid DES simulation. This may be due to the aforementioned low-frequency oscillations
observed in the fine-grid drag history, although the Sohankar LES similarly overpredicts
the RMS drag fluctuations. The RMS lift fluctuation is much better correlated along the
length of the cylinder so that the sectional and spanwise-averaged values are very close to
one another. RMS lift coefficient fluctuations are not terribly sensitive to choice of grid or
subgrid model, with agreement to within 10% of the averaged experimental value.

In summary, the present medium and fine grid DES results are competitive with the LES
calculations in predictions of global quantities. Further refinement of the DES grid leads to
only marginal improvements in Strouhal number and mean drag coefficient prediction, and
significant improvement in the recirculation length prediction. Fluctuations in the lift agree
well with the experimental values, while the drag fluctuation prediction on the fine grid
deviates from the experimental average by more than 40% and worsens with increasing
grid resolution.

DES predictions of the mean streamwise velocity and RMS velocity fluctuations along
the wake centerline are shown in Figures 6 and 7. Prediction of the mean streamwise
velocity in the near wake improves with increasing grid resolution. Further downstream
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ReD/103 A St < Cd > lR/D C′
drms

C′
lrms

Numerical Simulations
DES Coarse 19.6 4 0.121 2.08 0.86 0.17 1.34

DES Medium 19.7 4 0.122 2.04 1.15 0.21 1.21
DES Fine 19.4 4 0.125 2.11 1.42 0.26 1.16

Schmidt and Thiele17 (DES-A), uncorrected 22.4 4 0.13 2.42 1.16 0.28 1.55
Sohankar et al.15 (OEDSMF LES) 22 4 0.128 2.09 1.07 0.27 1.40

Fureby et al.16 (SM LES), uncorrected 21.4 8 0.131 2.1 1.25 0.17 1.30
Experiments

Lyn et al.,12 uncorrected 21.4 9.8 0.13 2.10 1.38 — —
Norberg19 22 51 0.131 2.11 — — —

Bearman/Obasaju20 22 17 0.13 2.1 — — 1.2
Mclean/Gartshore,21 uncorrected 16 23 — — — — 1.3

Luo et al.22 34 9.2 0.13 2.21 — 0.18 1.21

Table 3. Comparison of global quantities for the square cylinder problem with previous numerical and
experimental values. Force coefficient and Strouhal number values are corrected for blockage unless
otherwise noted.

St 〈Cd〉 lR/D C′
drms

C′
lrms

Coarse -7.1 -2.3 -37.7 -5.6 8.4
Medium -6.3 -4.2 -16.7 16.7 -2.2

Fine -4.0 -0.9 2.9 44.4 -6.2

Table 4. Percent error in DES simulation predictions relative to average of the experimental values.

the coarse and medium grids both overpredict the level of wake recovery, while the fine
grid agrees well with the experimental data. The medium grid predictions of u′

rms are in
excellent agreement with the experiment, while the coarse grid gives values that are up
to 40% low. The fine grid overpredicts the peak in u′rms near x/D = 1.5; however, this
discrepancy does not appear to adversely affect predictions of the recirculation length. The
medium and fine grid simulations do very well predicting the dominant velocity fluctuation
component, v′, with the coarse grid overpredicting this quantity for x/D > 3. Experimental
data is not available for w′

rms, but the simulation results show a significant dependence of
w′

rms on the grid resolution.
The mean velocity and RMS velocity fluctuation predictions at x/D = 1 are shown in

Figures 8 and 9. Predictions of < u > and u′rms generally improve with increasing grid
resolution. Prediction of the mean cross-stream velocity, < v >, improves from the coarse
to medium grid, but the magnitude of the peak value given by the fine grid is substantially
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Figure 6. (a) Mean streamwise velocity and (b) RMS streamwise velocity fluctuation along the wake
centerline. . Legend: — DES, coarse grid – – – DES, medium grid – · – · – DES, fine grid •,
Experiment.12
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Figure 7. (a) RMS cross-stream and (b) RMS spanwise velocity fluctuations along the wake centerline.
Legend: — DES, coarse grid – – – DES, medium grid – · – · – DES, fine grid •, Experiment.12

lower than both the other two simulations and the experiment. Surprisingly, the fluctuating
cross-stream velocity prediction does not improve from the coarse to the medium grid, with
marginal improvements observed in the fine grid simulation.

Figure 10(a) shows the Reynolds shear stress at x/D = 1. The coarse grid simulation
predicts the peak value well, but not the secondary peak near y = 0. The medium and fine
grid simulations significantly overpredict the peak value and do not capture a secondary
peak at all. It appears that the DES model with the present numerical scheme is not able
to give accurate predictions of Reynolds shear stress in the near wake. Overall agreement
for mean and fluctuating velocities is generally good, however. Figure 10(b) shows the
time-averaged subgrid component of the Reynolds shear stress at x/D = 1. Note the re-
duced scale of the axis in the plot of the subgrid component relative to that of the resolved
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Figure 8. (a) Mean streamwise velocity and (b) Mean cross-stream velocity at x/D = 1. Legend: —
DES, coarse grid – – – DES, medium grid – · – · – DES, fine grid •, Experiment.12
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Figure 9. (a) RMS streamwise and (b) RMS cross-stream velocity fluctuations at x/D = 1. Legend: —
DES, coarse grid – – – DES, medium grid – · – · – DES, fine grid •, Experiment.12

component. The peak in the subgrid stress is much larger for the coarse grid simulation
than for the other two grids. The medium and fine grid results give similar peak values of
the subgrid stress but differ in the distribution.

Figures 11, and 12 give results further downstream at x/D = 5. Figure 11 shows that
the coarse and medium grids overpredict the streamwise velocity recovery, consistent with
the results of Figure 6, while the fine grid result agrees well with experiment. The mean
cross-stream velocity at this location is small, and all three simulations give reasonable
levels of this quantity. The RMS velocity fluctuations are not well-predicted on the coarse
grid, while the medium and fine grid results are much improved. The Reynolds shear
stress is also small at this streamwise location; all three simulations provide reasonable
distributions.

Now we make some comparisons between the fine grid DES simulation, the DES-A
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Figure 11. (a) Mean cross-stream velocity and (b) Mean streamwise velocity at x/D = 5. Legend: —
DES, coarse grid – – – DES, medium grid – · – · – DES, fine grid •, Experiment.12

simulation of Schmidt and Thiele,17 and the one-equation dynamic Smagorinsky LES of
Sohankar et al.15 Comparisons of wake centerline quantities are made in Figures 13 and 14.
Figure 13 also includes the steady RANS results using the Spalart-Allmaras turbulence
model obtained by Roy et al.4 The near-wake mean streamwise velocity predictions are
comparable for the DES-A and LES simulations, while the LES does the better job of
predicting the downstream recovery rate. The present fine-grid DES is most accurate in
the entire wake region, albeit the improvement in accuracy is bought with an increase in
mesh points. The RANS calculation does a poor job of capturing the near-wake mixing
process and, as a result, grossly overpredicts the length of the recirculation zone. The
prediction of u′rms is dead on for the LES and very good for the coarse DES-A case, while
the present fine-grid DES simulation gives somewhat high values in the near wake. All
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Figure 12. (a) RMS streamwise velocity fluctuation and (b) RMS cross-stream velocity fluctuation at
x/D = 5. Legend: — DES, coarse grid – – – DES, medium grid – · – · – DES, fine grid •,
Experiment.12

three simulations give good results for v′rms, although the Sohankar LES gives a peak value
somewhat upstream of the peak in the experiment, consistent with the prediction of smaller
recirculation zone. The LES gives a higher peak magnitude of w′

rms than the two DES
simulations, although the LES and fine grid DES both predict a double-peaked distribution
(the DES-A distribution very close to x/D = 0.5 was not decipherable from the given plot).
Overall, the fine grid DES results are comparable in accuracy to the one-equation dynamic
model LES for the quantities considered. One should keep in mind, however, that some
quantities, particularly the Reynolds shear stress at x/D = 1, are apparently sensitive to the
grid resolution and the DES prediction is not guaranteed to improve with increasing grid
resolution.

C. Supersonic Flow Past an Axisymmetric Base

The second flow considered is the supersonic flow past a cylindrical sting of radius R =

31.75 mm, studied experimentally by Herrin and Dutton.23 A two-dimensional slice of
the problem geometry is pictured in Figure 15, along with computed contours of stream-
wise vorticity. The flow separates from the sharp corner, turning through an expansion fan
before recompressing downstream of the recirculation zone. The experimental free-stream
conditions, duplicated in the simulations, are given in Table 5.

Two simulation grids were constructed for this flow: a coarse grid, consisting of 156,000
cells, and a fine grid of 1,248,000 cells. The relevant parameters for the two grids are listed
in Table 6. ∆rmin is the mesh spacing in the radial direction at the corner, and ∆rcl is the
radial mesh spacing at the center of the base. Both simulations were computed with the
ACMSTVD scheme and κ = 0.35. Data was sampled at x = −1 mm in the boundary layer
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Figure 14. (a) RMS cross-stream velocity and (b) RMS span-wise velocity fluctuations along the wake
centerline. Legend: — DES, fine grid – – –, DES, Schmidt and Thiele17 – · – · – LES, Sohankar et
al.15 •, Experiment.12

just upstream of the corner, on the base (pressure data), and along the wake centerline
(r = 0). Simulation times are given in Table 6, and are normalized by the characteristic
flow time tc = R/U∞. The time step was chosen as 1.0×10−6 seconds based on temporal
convergence studies of previous LES and DES simulations of this flow.24, 25 Adiabatic wall
boundary conditions were applied along the surface of the sting.

Figure 16(a) compares the computed boundary layer velocity profile, scaled in the usual
wall coordinates. The wall shear stress used to normalize each computational result was
computed from the solution. Originally, the experimental profile was computed using an
estimated theoretical shear stress reported in the experiment. This gives the previously
reported velocity profile shown in the figure. Normalization using the fine grid DES wall
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Figure 15. Contours of the stream-wise component of vorticity in the wake of the axisymmetric base
(fine grid result).

M∞ 2.46
u∞ 568.7 m/s
p∞ 3.208×104 Pa
T∞ 133 K
ReR 1.65×106

Table 5. Flow conditions for the supersonic axisymmetric base problem.
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Grid Nrz Nθ N ∆rmin/R ∆rcl/R ∆t/tc T/tc
Coarse 3,250 48 156,000 4.9×10−5 0.092 0.018 358.2
Fine 13,000 96 1,248,000 2.1×10−5 0.064 0.018 447.8

Table 6. Simulation parameters for the supersonic axisymmetric base problem.

shear stress gives much better agreement between simulation and expriment, as shown. The
first grid cell from the wall at this location had a y+ coordinate of 0.49 for the coarse grid
and 0.19 for the fine grid. The simulations still predict a fuller velocity profile than the
experimental profile at this location. This behavior is similar to unexplained discrepancies
in the boundary layer reported by Forsythe et al.24 and by Baurle et al.25 One possible
cause of the discrepancy is simply insufficient grid resolution. Despite the well-resolved
viscous sublayer, the present results indicate that the boundary layer solution may not be
fully grid-converged. Nevertheless, the boundary layer thickness is close to the quoted
experimental value of δ = 3.2 mm. For the coarse grid, δ95 = 2.5 mm and δ99 = 4.6 mm,
while for the fine grid δ95 = 2.4 mm and δ99 = 3.6 mm.

Figure 16(b) compares the predicted base pressure coefficient with the experimental
results. The coarse grid result shows significant variation of the pressure across the base,
although the mean value is close to the experiment. The fine grid gives a much more
uniform distribution and is about 10% lower than the experimental value. The fine grid
results are very close to the DES results reported by Forsythe et al.24 on a structured grid
containing 2.6×106 cells.

Figure 17 shows the mean streamwise velocity and RMS streamwise velocity fluctu-
ation distributions along the wake centerline. The coarse grid grossly overpredicts the
velocity deficit in the recirculation zone, but then agrees well with the data in the recovery
region. The fine grid solution agrees very well with the data in the recirculation region,
while giving a small underprediction of the velocity recovery. There are substantial differ-
ences in the RMS velocity fluctuation levels on the two grids. It would be of interest to
simulate this flow on a yet-finer grid, to both determine the level of solution convergence
and examine if the agreement with the data improves uniformly with increasing resolution.

IV. Conclusions

The Detached Eddy Simulation model was tested on two benchmark flow cases: the
wake of a square cylinder and the supersonic wake of an axisymmetric base. Multiple grids
were used in each problem, so that an assessment of solution improvement with increas-
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Figure 17. (a) Mean streamwise velocity and (b) RMS streamwise velocity fluctuation along the wake
centerline for the axisymmetric base flow. Legend: —, Coarse grid DES – – –, Fine grid DES •,
Experiment.23

ing spatial resolution could be made. The numerical scheme employed was a variable-
dissipation Roe scheme that used a characteristic-based switch to decrease dissipative er-
ror in smooth regions. The overall success of the present simulations using a (modified)
dissipative flux scheme lends credence to the careful use of such schemes for unsteady
simulation of turbulent flows.

Comparisons of the DES results to other LES simulations are generally favorable.
Global quantities for the square cylinder wake are well predicted by DES, although care
must be taken to ensure sufficient grid resolution. Mean flow properties are also well-
predicted in the near-wake of the square cylinder and the supersonic base. Prediction of
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second order turbulent statistics is generally good, although in some cases not very ac-
curate even on a relatively fine grid. Care must be taken in assessing accuracy of these
statistics, keeping in mind that the DES model reduces to direct numerical simulation in
the limit of infinite grid resolution only in the LES region. The solution in the RANS re-
gion converges to a solution to the RANS model. Situations where thin turbulent layers in
the RANS region pass data to the LES region, as with the shear layers of the square cylin-
der wake, may lead to model inaccuracies. Certainly, however, the DES model succeeds
where RANS models often fail in predicting the mean flow and global flow quantities, and
is currently a viable and affordable engineering tool.
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